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Abstract 

Sex identification based on skull bones is an important step in forensic anthropology, especially in cases where unidentified human 
skeletons are found. Conventional methods such as DNA analysis are often used, but have limitations, especially when the bones are 
damaged, charred or decayed, making the analysis process difficult. This research applies XGBoost ensemble and Support Vector 
Machine for sex classification on skull bones. The purpose of this research is to handle complex data with many features and unbalanced 
data using the XGBoost ensemble method and Support Vector Machine (SVM). The data used consisted of 2,524 samples with 82 
measurement features. Model performance was evaluated using accuracy, precision, recall, and F1 score metrics. The results showed 
that the combination of XGBoost and SVM methods, especially with the RBF kernel, was able to achieve accuracy of up to 91.52%. 
This finding proves that machine learning-based approaches can be an effective and reliable solution in supporting the forensic 
identification process. 
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1. INTRODUCTION 

Forensic anthropology is the application of anthropological methods and theories in skeletal recovery and analysis to 
understand human variation, skeletal biology, and bone biomechanics [1]. By analyzing skeletal remains, the field can 
reconstruct the biological profile of a deceased person, including sex, age at death, and stature [1], [2], [3]. Sex 
identification is the first step in skeletal remains recognition and forms the basis for further analysis [1], [4], [5]. The skull 
is one of the most useful skeletal parts in sex classification, with an accuracy rate of up to 90% after the pelvic bones [3], 
[6], [7]. In addition, forensic anthropology methods based on metric measurements are known to have a high accuracy 
rate and can be performed quickly if bone conditions permit and the observer has sufficient experience [1], [3], [6]. 

In an attempt to determine the sex of skeletal remains, various methods can be used, such as DNA analysis in the 
laboratory and radiological examination [3], [5], [8]. However, these methods have limitations under certain conditions, 
such as if the bones have been burnt or damaged making DNA extraction difficult [1], [8], [9]. In addition, laboratory 
methods are generally costly and time-consuming as they require special preparation and in-depth examination of the 
skeleton [10]. To overcome these obstacles, machine learning-based approaches are being used in sex classification from 
skeletal remains [2], [8]. 

One of the frequently used machine learning techniques is ensemble learning, which improves prediction accuracy 
by combining several individual models [10], [11]. Ensemble learning is a technique in machine learning that combines 
prediction results from several algorithms to improve classification performance [12]. This technique utilizes the power 
of various models to get more accurate results than a single method [10], [11], [13]. In previous research, boosting-based 
ensemble methods such as XGBoost, AdaBoost, and Gradient Boosting have shown improved accuracy in various 
classification tasks [12]. One approach that can be applied in forensics is the combination of XGBoost and SVM methods 
to increase the effectiveness in identifying the gender of skull bones [10], [14]. 

The Support Vector Machine (SVM) method itself is also used in gender classification from skull bone data and 
has been shown to have high performance [6]. SVM models with Radial Basis Function (RBF) kernels yielded accuracies 
above 90% in various forensic-related studies [6]. However, some studies have shown that other algorithms, such as 
XGBoost, are capable of providing superior results in certain classification tasks [10]. XGBoost is an extension of the 
gradient boosting technique designed to improve the performance of classification and regression models by reducing 
complexity and preventing overfitting [15]. In a study related to breast cancer detection, XGBoost with feature selection 
was able to achieve an accuracy of 91.4%, higher than SVM which only reached 89.8% [13]. 

In addition to improving classification accuracy, the Adaptive Synthetic Sampling (ADASYN) technique can be 
used to handle data imbalance in the sex classification process [16], [17]. ADASYN works by adaptively generating 
synthetic samples for minority classes based on the distribution of the data, thereby increasing the sensitivity of the model 
in recognizing patterns from those classes [18]. In a study related to lung cancer, the combination of ADASYN and SVM 
successfully increased the prediction accuracy to 98.95% compared to the model without ADASYN which only reached 
59% [18]. This technique is very useful in a forensic context, especially when the available data is not balanced between 
male and female gender [16], [17], [19]. By utilizing ADASYN, machine learning models can be more effective in 
classifying gender based on skull characteristics. Therefore, the application of ADASYN in forensic classification can 
help improve the accuracy of gender identification [16], [19]. 
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Based on the description above, this research will be conducted by applying the ensemble learning method using 
a combination of XGBoost and SVM for sex classification based on skull bones. This research aims to evaluate the 
performance of the method in supporting the forensic identification process and improving the accuracy of sex 
classification. By integrating the ADASYN technique for data balancing, it is expected that the developed model can be 
more accurate and reliable in skull bone classification. The results of this research also have the potential to make a 
significant contribution to the field of forensics, particularly in victim identification based on skeletal remains. In addition, 
this approach can be applied to various other fields that require machine learning-based classification under conditions of 
unbalanced data. 

2. RESEARCH METHODOLOGY 

Research methodology is a series of interrelated and continuous processes or stages. These stages are outlined in a research 
method that is clearly described, structured, and systematic. The following explanation outlines the stages of this final 
project research, which guides the author in completing the research. The scheme of the research methodology used can 
be seen in Figure 1 as a visual guide. 

 

Figure 1. Schematic of the research methodology 

2.1 Dataset Collection  

This research process begins with the first step, which is to utilize a skull bone dataset that consists of information for 
skull bone type classification. The data used is the Howell.csv dataset, containing craniometric measurements collected 
by Dr. William W. Howells between 1965 and 1980. The dataset includes 2,524 human skull data, consisting of 1,368 
male skulls and 1,156 female skulls, with parameter features such as Biauricular Breadth (AUB), Parietal Subtense (PAS), 
and Nasal Height (NLH), which are described in Table 1 and Table 2. The secondary data is taken from the website 
https://web.utk.edu/~auerbach/HOWL.htm, focusing on 82 features as sex-determining metrics, which are classified into 
two classes: male and female. 

Table 1. Five Features of Skull Bone Parameters 

Code Features of Skull Bone Parameters 
AUB Biauricular breadth 
PAS Parietal Subtense 
FRS Frontal Subtense 

... ... 
TBA Thiobarbituric acid 
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Table 2. Skull Bone Measurements 

CLASS GOL ZYB AUB RFA OCA ... TBA 
M 189 133 119 0 117 ... 0 
M 182 137 125 0 119 ... 0 
F 156 113 102 63 133 ... 151 
... ... ... ... ... ... ... ... 
F 160 117 112 60 131 ... 156 

2.2 Data Preprocessing 

The next step is data selection, where irrelevant features such as ID, PopNum, and Population are removed to increase 
the relevance of the data in the classification process. After data selection, data preprocessing is performed to clean the 
data from noise or missing values and ensure the data is ready for further analysis stages. This stage is followed by data 
transformation, which converts non-numeric data such as text into numeric data. In the context of this study, gender labels 
were transformed, with males coded as 0 and females as 1. 

This research process involves several important stages designed to produce an accurate model for gender 
classification based on skull bone craniometric features. After the preprocessing and data transformation stages are 
completed, the next step is to apply the ADASYN (Adaptive Synthetic Sampling) technique. This technique is used to 
handle class imbalance in the data. Class imbalance often occurs when one category in a dataset is much more numerous 
than another, which can result in the model tending to predict the majority category. ADASYN works by adaptively 
synthesizing new data samples from minority classes based on the distribution of the data, thus helping to improve model 
performance on underrepresented classes. 

2.3 Data Normalization 

Data normalization is done specifically for data that will be processed by the Support Vector Machine (SVM) algorithm. 
This normalization aims to ensure that all features in the dataset have a uniform scale, considering that the SVM algorithm 
is sensitive to differences in scale between features. The min-max normalization formula is shown in Equation 1 [20]. 

 ′Xi =  Xi − min(x)max(x) − min(x)  (max(baru) − min(baru)) + min(baru) (1 ) 
 

 
a. ௜ܺ = states the original value  
b. ′ ௜ܺ = value after normalization 
c. ݉ܽݔ(௫) − ݉݅݊(௫) = minimum and maximum values of the change in X 
d. ݉ܽݔ(௕௔௥௨) − ݉݅݊(௕௔௥௨) = new desired range 

2.4 Split Data 

After the ADASYN and Data Normalization techniques are applied, the data is divided into two main parts: training data 

and testing data. Training data is used to train the model to understand the patterns in the data, while testing data is used 
to evaluate the model's performance and ensure that the model can give good predictions on new data that has never been 
seen before. This division of data is important to prevent overfitting, where the model only works well on training data 
but fails on new data. In this study, the data splitting was carried out using three different ratios: 70:30, 80:20, and 90:10, 
to evaluate the impact of training data size on model performance. 

2.5 Training Single Models 

Support Vector Machine (SVM) can be used as an analytical tool to classify or identify human bone traits, such as gender, 
age, or population of origin, based on morphological features or bone metrics. SVM works by finding the optimal 
hyperplane that separates bone data into specific categories, such as male and female, or specific age groups. In cases 
where the difference between categories is not linear, SVM uses a kernel trick to map the data to a higher dimensional 
space, where linear separation becomes possible. For example, in determining gender based on pelvic bone size, SVM 
can maximize the margin between two classes (male and female) by considering the support vectors, which are the bone 
data points closest to the hyperplane. Thus, SVM helps anthropology in making accurate and objective predictions, 
especially when facing complex or highly variable bone data. The following kernel functions are used in Table 3 [21]. 

Table 3. Kernel Function 

Kernel Name Kernel Function  
Linear ݔ)ܭ௜, (௝ݔ = .௝ݔ ,  ௝ (2)ݔ
RBF ݔ)ܭ௜, (௝ݔ = .௝ݔ) , ௝ݔ + ܿ)ௗ (3) 
Polynomial ݔ)ܭ௜, (௝ݔ = ௝ݔ||ݕ−)݌ݔ݁ −  ௝||ௗ (4)ݔ
Sigmoid ݅ݔ)ܭ, (݆ݔ = ௜்ݔݕ) ℎ݊ܽݐ ݔ +  (5) (ݎ
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  XGBoost (Extreme Gradient Boosting) is an effective machine learning algorithm for classification tasks, 
including in the field of bone anthropology, specifically for classifying gender based on bone characteristics. The 
algorithm works by sequentially building a series of decision trees, where each tree attempts to correct the prediction 
error of the previous tree through boosting techniques. In the context of sex classification, bone features such as femur 
length, femur head diameter, or pelvis size are used as inputs to the model. XGBoost optimizes hyperparameters such as 
tree depth (max_depth), learning rate, and number of trees (n_estimators) to minimize the prediction error. Once the 
model is trained, its performance is evaluated using metrics such as accuracy, precision, recall, and F1-score. The trained 
model can then be used to predict gender based on new bone data. In addition, XGBoost provides an importance feature 
that allows anthropologists to understand which bone characteristics are most influential in distinguishing sex. With its 
high accuracy and ability to handle complex data, XGBoost is a very useful tool in bone anthropology analysis. 

2.6 Voting Classifier 

In this research, XGBoost and SVM algorithms are used to build predictive models. The prediction results from the two 
models are then combined using the Ensemble Voting Classifier method, which aims to improve prediction accuracy by 
combining the advantages of each algorithm. This ensemble technique is often used to produce more stable and accurate 
predictions than using a single model. Specifically, in this study, four different Voting Classifiers were built, each 
combining XGBoost with one type of SVM kernel (Linear, RBF, Polynomial, and Sigmoid) separately, by applying soft 
voting strategies. 

2.7 Evaluation Models 

The final stage in this research is model evaluation using testing data. Evaluation is done to measure the overall 
performance of the model based on confusion metrics, such as accuracy, precision, and recall. The evaluation results 
become the basis for assessing the extent to which the model is successful in gender classification based on craniometric 
data.  

3. RESULT AND DISCUSSION 

The experiment was conducted using 2524 skull bones with 82 variables that have been implemented through Python 
programming by utilizing tools from Google Colab. These 82 variables are the result of the data cleaning process carried 
out in the preprocessing stage. Experiments were conducted using four types of kernels in Support Vector Machine 
(SVM), namely linear, radial basis function (rbf), polynomial, and sigmoid. Among the four, the SVM kernel model that 
is able to evaluate the model well can be seen from the accuracy results measured using Confusion Matrix. The accuracy 
results obtained from each SVM kernel can be seen in the table provided. 

The linear SVM kernel is a type of kernel function that is effective when the data is linearly separable. This kernel 
is suitable when the data is naturally linearly separable. Linear kernels are also very suitable for data with high feature 
dimensions, as mapping to higher dimensional spaces does not provide a significant performance improvement. In the 
code implementation, the parameters used are C=10, gamma=1, and probability=True. The value of parameter C controls 
the balance between the smoothness of the decision boundary and the classification accuracy of the training points. In 
addition, a sigmoid kernel was also tested, which is suitable for cases where the data has non-linear characteristics and 
requires transformation to a different feature space. The sigmoid kernel is often used in binary classification problems 
and can give good results if its parameters are set appropriately. 

In addition to SVM, training is also carried out using the XGBoost algorithm with the best parameters that have 
been determined. The best parameters used in XGBoost training are as follows: objective set to 'binary:logistic' for binary 
classification, eval_metric using 'logloss', max_depth set to 3, learning_rate to 0.1 and 0.01, and n_estimators to 300. 
With these parameters, the XGBoost model was trained and tested for accuracy. The accuracy results of the XGBoost 
model are also reported for further evaluation, showing competitive performance compared to the SVM model. This 
combination of using various SVM kernels and XGBoost allows a thorough evaluation of the model's performance in 
handling complex data. The linear kernel accuracy comparison can be seen in Table 4. 

Table 4. Accuracy of Ensemble Voting Classifier Model (SVM with Linear kernel and XGBoost) Based on 
Data Ratio and Learning Rate XGBoost 

Ratio Learning Rate XGBoost Voting Classifier Accuracy 
70:30 0.1 88.31% 

0.01 87.03% 
80:20 0.1 89.40% 

0.01 88.05% 
90:10 0.1 88.04% 

0.01 88.07% 

The RBF (Radial Basis Function) kernel is a widely used function due to its ability to handle data that cannot be 
linearly separated. This kernel has two main parameters, namely cost (C) and gamma (ߛ ). The gamma parameter regulates 
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how much influence a data point has in the training process, where a low gamma value indicates a wider influence, while 
a high gamma value indicates a more local influence. If gamma is too small, the model becomes too simple and unable 
to capture the complexity of the data. Conversely, if gamma is too large, the model may become too specific and prone 
to overfitting. The C parameter serves to control regularization, helping to prevent overfitting by balancing the margin 
and classification error. 

In the code implementation, the gamma parameter is set to 1, while the C parameter is set to 10. The value of C=10 
indicates that the model has a higher tolerance to misclassification during training, making it more flexible. In addition, 
the probability=True parameter is used to allow the model to generate probability estimates during the prediction process. 
The accuracy results of the SVM model with these parameters can be seen in the table provided. 

In addition to SVM, training was also conducted using the XGBoost algorithm with the best predefined parameters. 
The parameters used include objective='binary:logistic' for binary classification, eval_metric='logloss' as the evaluation 
metric, max_depth=3 to limit the maximum depth of the tree, learning_rate=0.1 and 0.01 to control the learning speed, 
and n_estimators=300 to determine the number of trees used. With these parameters, the XGBoost model was trained 
and tested to produce accuracy. The accuracy results of the XGBoost model are also reported, showing competitive 
performance when compared to the SVM model. The combined use of these two models allows for a more comprehensive 
evaluation of the model's performance in handling complex data. The rbf kernel accuracy comparison can be seen in 
Table 5. 

Table 5. Accuracy of Ensemble Voting Classifier Model (SVM with RBF kernel and XGBoost) Based on Data Ratio 
and Learning Rate XGBoost 

Ratio Learning Rate XGBoost Voting Classifier Accuracy 
70:30 0.1 88.83% 

0.01 88.96% 
80:20 0.1 91.13% 

0.01 91.52% 
90:10 0.1 90% 

0.01 89.61% 

Polynomial kernel is one of the kernel functions used in Support Vector Machine (SVM) to handle non-linearly 
separable data. It works by mapping the data to a higher feature space through a polynomial of a certain degree, thus 
allowing the model to capture non-linear relationships between features. The main parameters in a polynomial kernel are 
degree, which determines the degree of the polynomial, as well as gamma which controls the influence of each data point. 
Polynomial kernels are particularly useful when the data has a complex structure and requires a non-linear transformation 
to achieve optimal separation. However, choosing too high a polynomial degree may lead to overfitting, while too low a 
degree may not be enough to capture the complexity of the data. 

In the code implementation, the degree parameter is set to 3, indicating that the model will use a third-degree 
polynomial to transform the data. The gamma parameter is set to 1, while the C parameter is set to 10, providing greater 
tolerance to misclassification during training, making the model more flexible. In addition, the probability=True 

parameter is used to allow the model to generate probability estimates during the prediction process. The accuracy results 
of the SVM model with these parameters can be seen in the table provided. 

On the other hand, training is also done using the XGBoost algorithm with the best predefined parameters. Some 
of the parameters used include objective='binary:logistic' for binary classification, eval_metric='logloss' as the evaluation 
metric, max_depth=3 to limit the maximum depth of the tree, learning_rate=0.1 and 0.01 to control the learning speed, 
and n_estimators=300 to determine the number of trees used. With these parameters, the XGBoost model was trained 
and tested to produce accuracy. The accuracy results of the XGBoost model are also reported, showing competitive 
performance when compared to the SVM model. The combined use of these two models allows for a more comprehensive 
evaluation of the model's performance in handling complex data. The polynomial kernel accuracy comparison can be 
seen in Table 6. 

Table 6. Accuracy of Ensemble Voting Classifier Model (SVM with Polynomial kernel and XGBoost) Based on Data 
Ratio and Learning Rate XGBoost 

Ratio Learning Rate XGBoost Voting Classifier Accuracy 
70:30 0.1 89.21% 

0.01 87.67% 
80:20 0.1 90.36% 

0.01 88.63% 
90:10 0.1 88.07% 

0.01 86.54% 

The sigmoid kernel is one of the kernel methods in Support Vector Machine (SVM) designed to process data that 
is not linearly separable. It uses a sigmoid activation approach, similar to that of artificial neural networks. The sigmoid 
kernel is particularly effective for data that has non-linear characteristics, which require mapping to different feature 
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spaces. However, the success of the sigmoid kernel is highly dependent on setting parameters such as gamma. Without 
careful parameter adjustment, the model can suffer from overfitting or underfitting. For implementation in code, the 
parameters are the same as the linear and rbf kernels. The sigmoid kernel accuracy comparison can be seen in Table 7. 

Table 7. Accuracy of Ensemble Voting Classifier Model (SVM with Sigmoid kernel and XGBoost) Based on Data 
Ratio and Learning Rate XGBoost 

Ratio Learning Rate XGBoost Voting Classifier Accuracy 
70:30 0.1 87.68% 

0.01 82.93% 
80:20 0.1 87.67% 

0.01 84.97% 
90:10 0.1 85.77% 

0.01 82.31% 

Based on the research results, the kernel with the highest performance is the RBF kernel. Visualization of the 
accuracy results of the Ensemble Voting Classifier model (using SVM with RBF and XGBoost kernels) based on data 
ratio and XGBoost learning rate is shown in Figure 2. Meanwhile, the evaluation of model performance through confusion 
matrix can be seen in Figure 3. 

 

Figure 2. Accuracy of Ensemble Voting Classifier Model 

 

Figure 3. Confusion Matrix 
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4. CONCLUSION 

Based on the results, the application of various kernels to the SVM algorithm as well as the use of XGBoost showed good 
classification performance on skull bone data. The RBF kernel provides the highest accuracy among all SVM kernels, 
proving its effectiveness in handling non-linear data. The polynomial kernel also provided competitive results, especially 
when compared to the linear and sigmoid kernels. This research aims to handle complex data with many features as well 
as imbalanced data by using the XGBoost ensemble method and Support Vector Machine (SVM), where its application 
is proven to improve classification performance compared to single methods. The highest classification accuracy achieved 
was 91.52%, obtained at a data ratio of 80:20, indicating a strong generalization ability on the test data. This improvement 
was obtained through the combination of appropriate parameters, such as data ratio, learning rate, and kernel 
configuration, which proved to contribute significantly to the accuracy improvement. This research confirms the 
importance of selecting the right model and parameters to achieve optimal classification results. For future research, it is 
recommended to apply feature selection techniques such as Gain Ratio or other approaches to improve the efficiency and 
accuracy of classification models. In addition, the research can also be continued by retraining using new data. This is 
important considering that the current research has only reached the modeling stage. In particular, it is recommended to 
retrain the meta-model in the stacking method, so that the model has better generalization ability to new data. 
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