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Abstract—This study investigates sentiment analysis methodologies within the framework of CRISP-DM (Cross-Industry
Standard Process for Data Mining), aiming to discern the efficacy of various algorithms in sentiment classification tasks. The
research uses a structured approach to evaluate SVM, NBC, DT, and K-NN algorithms with the SMOTE oversampling
technique, uncovering distinct performance metrics and limitations. Results indicate SVM achieving 59.88% accuracy, NBC
at 59.25%, DT with 52.09%, and K-NN obtaining 54.80%, highlighting the differential precision, recall, and f-measure.
Additionally, content analysis identifies pertinent themes such as Biometric security, Cloud storage, and Emotion Analysis,
enriching sentiment dynamics comprehension. The toxicity scores of analyzed videos reveal nuanced sentiment nuances, with
the first video exhibiting Toxicity: 0.13227 and the second scoring Toxicity: 0.12794. This study underscores the significance
of informed algorithm selection and evaluation methodologies within CRISP-DM, fostering optimized sentiment analysis
outcomes while acknowledging diverse topical nuances.
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1. INTRODUCTION

Utilizing biometric data, including face-recognition technology, across various sectors has sparked controversy
regarding security. In recent years, the proliferation of biometric systems in sectors ranging from finance to law
enforcement has raised concerns about the vulnerability of sensitive personal data [1]-[4]. Critics argue that the
reliance on biometric identifiers, such as facial features, exposes individuals to heightened risks of identity theft
and unauthorized surveillance [5]-[8]. Moreover, the potential for data breaches and misuse underscores the
imperative for robust security protocols and stringent regulatory frameworks to safeguard privacy rights and
mitigate potential abuses [9]-[14]. Despite promises of enhanced efficiency and convenience, deploying
biometric technologies necessitates vigilant oversight to ensure adherence to ethical principles and respect for
individual autonomy.

The debate surrounding the development of technologies utilizing biometric data is evident in responses
to content addressing biometric data and security systems in videos. Advocates highlight the potential of
biometric technologies to bolster security measures through enhanced authentication processes, minimizing the
risks associated with traditional methods like passwords or PINs [15]-[17]. Moreover, proponents argue that
biometric systems offer unparalleled accuracy and efficiency in identifying individuals, thus facilitating seamless
access to restricted areas or sensitive information [18]-[20]. However, detractors raise concerns regarding the
susceptibility of biometric data to breaches and misuse, emphasizing the need for robust safeguards to protect
individuals' privacy and prevent unauthorized access [21], [22]. Furthermore, critics caution against the potential
for biometric systems to perpetuate discrimination or bias, particularly in cases where algorithms exhibit
inaccuracies or biases against certain demographic groups [23]-[25]. In conclusion, while the development of
biometric technologies holds promise for improving security measures, it is imperative to address the associated
ethical and privacy considerations to ensure responsible and equitable implementation.

This research aims to identify viewer sentiments towards videos concerning biometric data and security to
analyze viewer responses regarding digital technology and its utilization across various sectors. By examining
viewer reactions, the study seeks to gauge public perception and attitudes toward integrating biometric
technologies into security systems and the implications for diverse industries [26]-[28]. Understanding viewer
sentiment provides valuable insights into societal acceptance, concerns, and expectations regarding digital
technologies, informing policy decisions and industry practices [29], [30]. Ultimately, this research contributes
to the discourse surrounding biometric data usage's ethical, social, and technological dimensions, fostering
informed debates and responsible technological development.

The method employed to address the research problem is CRISP-DM (Cross-Industry Standard Process
for Data Mining), a widely recognized framework for data mining projects. CRISP-DM provides a systematic
approach encompassing six phases: business understanding, data understanding, data preparation, modeling,
evaluation, and deployment [31]. This structured methodology allows for comprehensive data exploration and
analysis, facilitating informed decision-making and the development of practical solutions [32]. Adhering to the
CRISP-DM framework, this research navigates the complexities of the research process, ensuring
methodological rigor and maximizing the likelihood of achieving meaningful insights and outcomes.
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The urgency of this research lies in its potential to address pressing societal challenges and inform
strategic decision-making in an increasingly digitalized world. As technology advances rapidly, integrating
biometric data and security systems pervades numerous sectors, ranging from finance to healthcare [33], [34].
Understanding public sentiment and attitudes towards these technologies is crucial for policymakers, industry
leaders, and other stakeholders to navigate ethical, legal, and social implications effectively [35], [36]. By
elucidating the complexities surrounding adopting and utilizing biometric technologies, this research fosters
responsible innovation and ensures equitable outcomes for individuals and society.

Theoretical and practical implications of this research extend across interdisciplinary domains, offering
valuable insights into the ethical, social, and technological dimensions of biometric data utilization. From a
theoretical standpoint, the findings advance knowledge in digital ethics, privacy studies, and technology
adoption theories by enriching existing frameworks with empirical evidence and nuanced understandings of
public attitudes [37], [38]. Furthermore, the practical implications of this research are far-reaching, informing
policy formulation, industry practices, and the design of biometric systems to align with societal values and
expectations [39], [40]. This research facilitates informed decision-making and responsible innovation by
bridging the gap between theory and practice, fostering a more equitable and sustainable digital future.

Examining similar research and acknowledging its limitations is essential for contextualizing the
contributions and scope of this study. Existing literature on biometric data and security systems offers valuable
insights into public perceptions, technological advancements, and regulatory frameworks, providing a foundation
for further inquiry [41]-[46]. However, limitations such as sample biases, methodological constraints, and
rapidly evolving technologies underscore the need for cautious interpretation and continued inquiry [47]-[50].
By building upon existing research while addressing its limitations, this study aims to offer novel perspectives
and contribute to the ongoing discourse surrounding the ethical, social, and technological implications of
biometric data utilization in diverse contexts.

2. RESEARCH METHODOLOGY

2.1 Gap Analysis of Biometric Authentication and Face Recognition Technology

Gap analysis is conducted to discern disparities within previous research addressing biometric data and security,
aiming to identify areas warranting further investigation and refinement. This process unveils overlooked
dimensions, unresolved questions, and emerging trends by scrutinizing existing literature, thereby guiding
research objectives and methodological approaches. Through meticulous examination, this research pinpoints
gaps in knowledge and methodologies, facilitating the advancement of scholarship and developing more
comprehensive and nuanced understandings of biometric data and security systems. Consequently, gap analysis
enriches the scholarly discourse and enhances the relevance and impact of subsequent research endeavors.

.. face
biometrics ™

Figure 1. Network, Density, and Overlay Visualization of Biometric Data Security

Figure 1 shows the network, density, and overlay visualization of biometric data security. The results of
the gap identification indicate that studies focusing on biometric data security using sentiment analysis and
toxicity assessment through CRISP-DM are still relatively scarce. Despite the growing interest in biometric
technologies and security systems, a notable dearth of research employing comprehensive analytical frameworks
like CRISP-DM to explore these technologies' sentiments and toxicity levels remains. This observation
underscores the need for further investigations that leverage robust methodologies to comprehensively assess
public attitudes, perceptions, and potential risks about biometric data security. Addressing this research gap
advances our understanding of biometric data utilization's ethical, social, and technical dimensions, informing
policy development and technological innovation in this domain.

Drawing upon the insights from gap analysis, this research exhibits distinct advantages in addressing the
lacunae within the current scholarly landscape. This study offers a comprehensive understanding of public
perceptions and concerns regarding biometric data security by adopting a multifaceted approach that integrates
sentiment analysis and toxicity assessment within the CRISP-DM framework. Furthermore, utilizing such a
methodological framework enables systematic data exploration, modeling, and evaluation, thereby enhancing the
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robustness and reliability of the findings. Consequently, this research stands poised to make significant
contributions to the field by bridging existing gaps in knowledge and methodology, ultimately fostering
informed decision-making and responsible innovation in biometric data security.

2.2 Cross-Industry Standard Process for Data Mining (CRISP-DM)

The CRISP-DM framework is the backbone for analyzing viewer sentiments towards video content concerning
biometric data and security. This methodological approach encompasses several phases, including business
understanding, data understanding, data preparation, modeling, evaluation, and deployment, facilitating a
systematic and iterative sentiment analysis process. This research methodically collects and preprocess data
through this framework, identifies relevant features, and develops predictive models to discern underlying
sentiment patterns. Moreover, the evaluation phase enables the assessment of model performance and the
refinement of analytical techniques to ensure the accuracy and reliability of the sentiment analysis results. Thus,
leveraging the CRISP-DM framework in analyzing viewer sentiments offers a rigorous and structured
methodology for deriving meaningful insights into public perceptions and attitudes toward biometric data and
security issues.

Business Understanding Data Understanding
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Figure 2. Implementaiton of CRISP-DM Framework

Figure 2 shows the implementation of the CRISP-DM framework. CRISP-DM presents several
advantages in the contextual collection and processing of textual data. Firstly, its structured approach facilitates
systematic data gathering by identifying relevant sources and variables pertinent to the research objectives.
Secondly, the framework provides a systematic methodology for preprocessing textual data, including tasks such
as data cleaning, tokenization, and stemming, ensuring the consistency and quality of the dataset. CRISP-DM's
iterative nature allows for continual refinement of data processing techniques, enabling this research to adapt to
evolving data characteristics and analytical requirements. Consequently, leveraging the CRISP-DM framework
enhances the efficiency and effectiveness of data collection and processing in textual analysis, ultimately
contributing to more robust and insightful research outcomes in biometric data and security.

The relevance and superiority of CRISP-DM in sentiment and toxicity analysis stand as primary
considerations. Firstly, the framework's systematic methodology ensures a structured approach to data
preprocessing, modeling, and evaluation, enhancing the accuracy and reliability of sentiment and toxicity
assessments. Secondly, CRISP-DM's iterative nature allows for continual refinement of analytical techniques,
enabling this research to adapt to evolving data characteristics and analytical requirements in the dynamic
landscape of sentiment and toxicity analysis. Consequently, leveraging CRISP-DM affords a robust and
comprehensive framework for conducting nuanced and insightful analyses of sentiment and toxicity, ultimately
contributing to a deeper understanding of public perceptions and attitudes toward biometric data and security
issues.

2.2.1 Business Understanding

In the business understanding phase, it is imperative to comprehend the contextual nuances of the data and
discussions that center on biometric data and security. Understanding the business context entails delineating the

Copyright © 2024 Author, Page 593
This Journal is licensed under a Creative Commons Attribution 4.0 International License



Journal of Computer System and Informatics (JoSYC)
ISSN 2714-8912 (media online), ISSN 2714-7150 (media cetak)

Volume 5, No. 3, May 2024, Page 591-604
https://ejurnal.seminar-id.com/index.php/josyc

DOI 10.47065/josyc.v5i3.5167

objectives, stakeholders, and constraints pertinent to the research endeavor, laying the groundwork for informed
decision-making and resource allocation. Focusing on biometric data and security necessitates a comprehensive
grasp of the regulatory landscape, technological advancements, and societal concerns surrounding these
domains, ensuring the relevance and applicability of subsequent analyses and insights. Consequently, prioritizing
a thorough understanding of the business context at this initial phase facilitates formulating research goals and
strategies aligned with the overarching objectives of enhancing security measures and safeguarding privacy
rights in the digital age.
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Figure 3. Topics Mentioned in the Video (ZPG3XQhzZVII)

Figure 3 shows the topics in the video entitled “How secure is Biometric Authentication Technology and
Biometric Data? | Biometric Security” (0CwEYi_JJEQ). The video titled "How secure is Biometric
Authentication Technology and Biometric Data? | Biometric Security" (id=ZPG3XQhZVII) delves into various
topics relevant to biometric security and technology. The video covers themes such as biometric security, cloud
storage, emotion analysis, emotion conveyance, keywords for emotions, negative attitudes or reception, recurring
themes, regulation, specific topics, and technology security, and the video comprehensively explores the intricate
interplay between biometric authentication technology and security concerns. By addressing these diverse topics,
the video offers viewers a nuanced understanding of the complexities inherent in utilizing biometric data and the
imperative for robust regulatory frameworks to ensure privacy protection and technological integrity.
Consequently, the video is a valuable resource for individuals to understand biometric security and its
implications in contemporary digital landscapes.

In addition, topics related to biometric authentication discussed in the video encompass various issues and
technologies. These include authentication methods, behavioral profiles, brainwaves, CCTV cameras, hackers,
hacks, identification methods, infrared scanners, privacy infringement, law-abiding citizens, leaked password
files, password combinations, password database vulnerabilities, passwords, phone movements, physical
attributes, police surveillance, secure storage and encryption, security breaches, security features, security
methods, security systems, sensitive information, sensitive private data, sensor data, technology security risks,
technology vulnerabilities, vein patterns, and wearables. This comprehensive array of topics underscores the
multifaceted nature of discussions surrounding biometric authentication and its implications for privacy,
security, and technological advancement. Consequently, it emphasizes the necessity for comprehensive and
informed approaches to address biometric authentication technologies' myriad challenges and opportunities.
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Figure 4. Emotion Conveyance in the Video (0CWEYi_JJEQ)

Figure 4 shows the topics in the video entitled “The Fight Over Police Use Of Facial Recognition
Technology” (0oCWEYi_JJEQ). The emotion analysis of the video titled "The Fight Over Police Use Of Facial
Recognition Technology” (id=oCwEYi_JJEQ) reveals a diverse array of sentiments among viewers, including
concern, determination, discomfort, excitement, fear, frustration, hope, opposition, relief, skepticism,
uncertainty, and worry. These emotions reflect the multifaceted nature of discussions surrounding using facial
recognition technology by law enforcement agencies, highlighting the potential benefits and risks associated
with its implementation. While some viewers express hope and excitement about the technology's potential to
enhance public safety and security, others voice concerns and skepticism regarding its potential for abuse,
privacy invasion, and discriminatory practices. The presence of emotions such as determination, opposition, and
frustration underscores the intensity of the debate surrounding the regulation and oversight of facial recognition
technology, emphasizing the need for balanced and informed decision-making to address societal concerns
effectively.

Emotion conveyance is characterized by a range of sentiments and linguistic elements, including concern,
criticism, disagreement, doubt, informative language use, lack of control, negative tone, neutral tone, skepticism,
and word choice. These elements collectively shape the tone and emotional impact of the video, influencing
viewers' perceptions and attitudes towards the contentious issue of police utilization of facial recognition
technology. Critical and skeptical tones reflect the topic's complexity and controversy, while informative
language contributes to a deeper understanding of the underlying issues at stake. Moreover, using word choice
and neutral tones enhances the objectivity and credibility of the discourse, facilitating balanced and nuanced
discussions. Overall, the emotional conveyance of the video engages viewers intellectually and emotionally,
prompting reflection and debate on the ethical, legal, and societal implications of facial recognition technology
in law enforcement contexts.

Upon grasping the discussion context, progression to the data understanding phase becomes imperative.
This transition marks a pivotal juncture in the research process, where efforts are directed toward comprehending
available data sources' characteristics, quality, and relevance. By delving into data understanding, this research
gleans insights into the structure, format, and potential biases inherent in the data, laying a solid foundation for
subsequent analysis and interpretation. Moreover, this phase enables this research to discern patterns,
relationships, and anomalies within the data, formulating research questions and hypotheses. Thus, advancing to
the data understanding phase is essential for fostering methodological rigor and ensuring the validity and
reliability of research findings.

2.2.2 Data Understanding

During the data understanding phase, it is imperative to identify the quantity and sources of textual data and the
processes involved in data cleansing and extraction. This initial step lays the groundwork for subsequent analysis
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by ensuring the data is representative, relevant, and of sufficient volume to yield meaningful insights. Moreover,
identifying data sources allows this research to assess the credibility and reliability of the information, thereby
enhancing the validity of the findings. Additionally, implementing robust data cleansing and extraction
procedures is essential for mitigating noise, inconsistencies, and biases in the dataset, ultimately facilitating
accurate and reliable analysis. Thus, prioritizing the identification and preparation of textual data sets the stage
for rigorous and insightful research outcomes in biometric authentication and security.
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Figure 5. Data Cleaning and Extract Sentiment

Figure 5 shows the data cleaning and extract sentiment process in Rapidminer. The data cleaning involves
several key steps, including tokenization, transforming cases, filtering tokens by length, and removing stopwords
in both English and Indonesian. With 558 data points extracted from the video with id oCWEYi_JJEQ and 53
from the video with id ZPG3XQhZVII, this process ensures the standardization and refinement of textual data
for subsequent analysis. Tokenization involves breaking down the text into individual words or tokens while
transforming cases to ensure uniformity by converting all text to lowercase. Filtering tokens by length helps
remove irrelevant or insignificant words, while removing stopwords eliminates common words that do not carry
meaningful information. By implementing these techniques, the data cleaning process enhances the quality and
usability of the dataset, facilitating more accurate and insightful analysis of the content discussed in the videos.
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Figure 6. Frequently used Words (Video id ZPG3XQhzVII)

Figure 6 shows the words of video d ZPG3XQhZVII. Specific terms recur with notable frequency.
Among these, "can" appears most frequently, occurring 11 times, followed by "data" and "nt," each appearing
seven times. Additionally, terms such as "biometric," "need,” "password,"” and "technology" are frequently
utilized, each appearing six times. These findings underscore the salience of themes related to biometric
authentication, data security, and technological advancements in the discourse captured by the video.
Furthermore, the prevalence of terms like "hackers," "security,” and "biometrics" suggests a heightened
awareness of cybersecurity threats and the importance of robust security measures in safeguarding sensitive
information. Consequently, the frequent recurrence of these words reflects the central focus and critical concerns
addressed in the video regarding the utilization of biometric technology and its implications for security and
privacy.
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Figure 7. Frequently used Words (Video id oCWEYi_JJEQ)

Figure 7 shows the words of video d oCWEYi_JJEQ. Specific terms are recurrently employed. Among
these, "can" is the most frequently used word, appearing 88 times, followed closely by "people" and

Copyright © 2024 Author, Page 596
This Journal is licensed under a Creative Commons Attribution 4.0 International License



Journal of Computer System and Informatics (JoSYC)
ISSN 2714-8912 (media online), ISSN 2714-7150 (media cetak)

Volume 5, No. 3, May 2024, Page 591-604
https://ejurnal.seminar-id.com/index.php/josyc

DOI 10.47065/josyc.v5i3.5167

"recognition,” each appearing 87 and 76 times, respectively. Notably, terms such as "facial recognition,"
"police," and "privacy" feature prominently in the discourse, suggesting a predominant focus on the utilization of
facial recognition technology by law enforcement agencies and its implications for privacy rights. Additionally,
the repeated mention of words like "technology," "world," and "criminals™ underscores broader societal concerns
regarding the impact of technological advancements on security and justice systems. The frequent recurrence of
these terms reflects the depth and breadth of discussions surrounding facial recognition technology and its
societal ramifications, emphasizing the need for informed discourse and regulatory measures to address ethical
and legal considerations.

Upon understanding the characteristics of the data, the subsequent process involves the implementation of
algorithms for modeling. This pivotal step translates theoretical understanding into practical application, where
various algorithms are employed to analyze, interpret, and derive insights from the data. By utilizing appropriate
modeling techniques, this research uncovers patterns, relationships, and trends within the dataset, thereby
facilitating the generation of meaningful predictions or classifications. Moreover, implementing algorithms
allows for the refinement and validation of hypotheses, enabling this research to draw reliable conclusions and
make informed decisions based on the empirical evidence obtained. Thus, implementing algorithms for modeling
represents a critical stage in the research process, bridging the gap between theory and practice to facilitate
robust analysis and interpretation of data.

2.2.3 Modeling

During the modeling phase, algorithms such as k-NN, DT, SVM, and NBC are tested to analyze and predict
outcomes based on the dataset. Additionally, the SMOTE operator is employed to address data imbalance issues.
This process involves generating synthetic samples for the minority class, thus equalizing the distribution of data
points across different classes. By implementing these algorithms and techniques, this research explores various
modeling approaches' effectiveness in accurately representing and predicting real-world phenomena. Moreover,
utilizing the SMOTE operator enhances the robustness of the analysis by mitigating the impact of data
imbalance, thereby improving the overall reliability and validity of the modeling results.

The division of data into training and testing sets is typically set at 30% for training data and 70% for
testing data, with a higher percentage allocated to testing data to analyze the performance of machine learning
models. This allocation ensures sufficient data for testing the model's generalizability and predictive accuracy on
unseen data. By allocating a more significant proportion of the dataset to testing, this research effectively
evaluates the model's ability to generalize to new observations and assess its performance under real-world
conditions. This approach enhances the reliability and validity of the model evaluation process, enabling this
research to make informed decisions regarding the model's effectiveness and suitability for practical
applications.
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Figure 6. Implementation of k-NN, DT, NBC, and SVM with SMOTE
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Figure 6 shows the Implementation of k-NN, DT, NBC, and SVM with SMOTE. Based on the results of
implementing the k-NN, DT, NBC, and SVM algorithms in RapidMiner, it becomes apparent which algorithm
performs best in sentiment classification. Through rigorous testing and evaluation, one algorithm performs better
in accurately classifying sentiment within the dataset. This outcome underscores the significance of methodical
experimentation and analysis in identifying the most effective algorithm for a specific task, providing valuable
insights into optimizing machine learning models for sentiment analysis applications.

The results of the modeling process will undergo evaluation to generate pertinent recommendations. This
evaluation encompasses a comprehensive analysis of the model's performance metrics, including accuracy,
precision, recall, and F1-score, among others, to assess its effectiveness in achieving the desired objectives.
Additionally, the evaluation process involves comparing the model's performance against predefined
benchmarks or industry standards to determine its suitability and reliability in practical applications. Through
rigorous evaluation, stakeholders derive actionable insights and recommendations to inform decision-making
processes and optimize outcomes in relevant domains.

2.2.4 Evaluation

In the evaluation stage, the model is assessed based on the values of the confusion matrix, including accuracy,
precision, recall, F-measure, and Area Under the Curve (AUC). These metrics comprehensively understand the
model's performance across various classification or prediction tasks. Accuracy measures the overall correctness
of predictions, while precision quantifies the proportion of correctly predicted positive instances among all
instances predicted as positive. Conversely, recall represents the proportion of correctly predicted positive
instances among all positive instances. F-measure combines precision and recall into a single metric, offering a
balanced assessment of the model's performance. Additionally, the AUC metric evaluates the model's ability to
distinguish between different classes, providing insights into its discriminative power. Together, these evaluation
metrics offer valuable insights into the strengths and limitations of the model, facilitating informed decision-
making and optimization efforts.

Subsequently, viewer comments on the video will be analyzed based on toxicity scores according to the
Perspective APl model. This approach involves natural language processing techniques to assess toxicity or
harmfulness in viewer comments, enabling a nuanced understanding of the sentiment and tone expressed.
Leveraging advanced algorithms and linguistic analysis, the Perspective APl model quantifies the toxicity in
comments, ranging from mild disagreement to severe harassment or abuse. This analysis provides valuable
insights into the nature of viewer engagement and sentiment surrounding the video content, informing content
creators and platform moderators about potential issues or areas for improvement.

2.2.5 Deployment

During the deployment phase, the content analysis findings are discussed based on the results of axial coding
from the Atlas. Ti application to identify aspects related to biometric security, cloud storage, emotion analysis,
emotion conveyance, keywords for emotions, negative attitudes or receptions, recurring themes, regulation,
specific topics, technology security, and topic relationships. This systematic approach allows for a
comprehensive examination of the identified themes and patterns within the analyzed content, providing
valuable insights into the interconnectedness and significance of various topics about the subject matter.
Additionally, by aligning the discussion with the results of axial coding, the analysis process remains grounded
in empirical evidence, enhancing the credibility and rigor of the findings.

The toxicity score calculation results are adjusted according to toxicity, severe toxicity, identity attack,
insult, profanity, and threat. This comprehensive approach enables a nuanced assessment of the harmfulness and
aggression levels in the analyzed content, encompassing various dimensions of negative interaction and potential
harm. By incorporating multiple metrics, including toxicity and subcategories, the evaluation process becomes
more robust and tailored to capture the diverse manifestations of inappropriate or harmful behavior within the
analyzed data. This meticulous consideration of different aspects of toxicity enhances the accuracy and reliability
of the toxicity scoring system, providing valuable insights for content moderation and community management
efforts.

3. RESULT AND DISCUSSION

The discussion is divided into content analysis, toxicity score assessment, and model performance evaluation in
sentiment classification. This segmentation allows for comprehensively examining the analyzed content's
characteristics and identifying potentially harmful or inappropriate elements through toxicity scoring.
Additionally, it facilitates an in-depth assessment of the effectiveness and accuracy of the developed models in
classifying sentiments expressed within the content. By systematically addressing these aspects, a more thorough
understanding of the content's nature and the model's performance is attained, aiding in informed decision-
making and further refining the analytical processes.
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3.1 Toxicity and Content Analysis

Identifying topics related to the video reveals several critical areas of concern, including convenience, data
security, facial recognition, monitoring, and privacy invasion. These topics underscore the multifaceted nature of
discussions surrounding biometric authentication technology and the broader implications for individuals'
privacy and security. By shedding light on issues such as the balance between convenience and security, the risks
associated with data breaches, the potential implications of facial recognition technology, the challenges of
monitoring systems, and the ethical considerations surrounding privacy invasion, the video contributes to a
nuanced understanding of the complexities inherent in biometric security discussions. As such, it is a valuable
resource for individuals navigating the intricate landscape of biometric technology and its societal impacts.

Identifying specific topics from video elucidates key focal points encompassing authentication,
biometrics, data privacy, facial recognition, invasion of privacy, online banking, police, risks, smartphones, and
surveillance. These topics encapsulate the diverse concerns and considerations about biometric authentication
technology and its implications for privacy, security, and societal dynamics. By delineating these specific focus
areas, the video provides viewers with a nuanced understanding of the intricate interplay between technological
advancements, regulatory frameworks, and individual rights in biometric security. Consequently, it serves as a
comprehensive resource for individuals seeking to navigate the complexities of biometric technology and its
broader societal impacts.

Identifying regulatory topics from the video highlights crucial considerations such as balanced views,
cautious language, comfort with regulation, responsibility, lack of regulation, potential misuse, profound
implications, promises, scrutiny, specific issues, and urgency for regulation. These regulatory themes underscore
the complex interplay between technological advancements, ethical considerations, and legal frameworks
governing biometric authentication technology. By addressing these regulatory topics, the video offers viewers
insights into the necessity for comprehensive and balanced regulatory approaches to mitigate risks, safeguard
individual rights, and foster responsible innovation in biometric security. Consequently, it underscores the
imperative for policymakers, industry stakeholders, and regulatory bodies to prioritize developing and
implementing robust regulatory frameworks to address biometric technology's profound implications effectively.

Identifying negative attitudes based on the identified topics reveals a spectrum of sentiments ranging from
the boldest stance to suggestions of eventual comfort. Viewers express feelings of being creeped out, critical, and
upset, highlighting fundamental concerns about biometric authentication technology's compatibility and potential
misuse. The uncertain tone suggests a lack of confidence or trust in such technologies' efficacy and ethical
implications. At the same time, references to being tracked evoke apprehension about surveillance and privacy
invasion. Furthermore, virtue signaling suggests a perceived insincerity or superficiality in discussions
surrounding biometric security, indicating skepticism or distrust toward the motives driving the discourse.
Collectively, these negative attitudes underscore the need for careful consideration of ethical, social, and
regulatory dimensions in developing and deploying biometric authentication technology, aiming to address
concerns and build trust among stakeholders.

Average Toxicity Scores per Month
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Figure 7. Toxicity Score of the First Video (0CWEYi_JJEQ)

Figure 7 shows the toxicity score of the first video (0CwEYi_JJEQ). The toxicity scores derived from the
first video indicate the following: Toxicity score is 0.13227 with a threshold of 0.84032, Severe Toxicity is
0.00813 with a threshold of 0.44787, Identity Attack is 0.03762 with a threshold of 0.57071, Insult is 0.07484
with a threshold of 0.70658, Profanity is 0.05251 with a threshold of 0.67056, and Threat is 0.02290 with a
threshold of 0.52254. These scores provide quantitative insights into potentially harmful or inappropriate
language in the analyzed content, facilitating the identification and mitigation of toxic elements to ensure a safer
and more respectful online environment.

The toxicity scores presented in the analysis provide a quantitative assessment of the potentially harmful
or inappropriate content within the first video. Each toxicity category, including Toxicity, Severe Toxicity,
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Identity Attack, Insult, Profanity, and Threat, is assigned a score, along with corresponding thresholds. These
scores help identify and categorize toxic behaviors or language types within the video content. For instance,
higher scores in categories like Severe Toxicity, Insult, or Profanity may indicate a more significant presence of
offensive or disrespectful language. In comparison, lower scores in categories like Threat may suggest a lower
likelihood of explicit threats or harassment. Analyzing these scores assists in understanding the overall tone and
nature of the content, enabling appropriate actions to address any issues and ensure a safer online environment.

Average Toxicity Scores per Month

% of posts w/scores
—e— Toxicity
—=— Profanity

Severe Toxielty
—s— Identity Attack
—e— Insult
—e— Threat

0.6

0.5

0.4

0.3

Values

0.2

0.1

0 =
Jan 2020 Jul 2020 Jan 2021 Jul 2021 Jan 2022 Jul 2022 Jan 2023 Jul 2023 Jan 2024

Date (in months)

Figure 8. Toxicity Score of the Second Video (ZPG3XQhzZVII)

Figure 8 shows the toxicity score of the first video (ZPG3XQhZVII). The analysis of toxicity scores from
the second video reveals specific metrics indicating the presence of potentially harmful or inappropriate content.
Each toxicity category, including Toxicity, Severe Toxicity, ldentity Attack, Insult, Profanity, and Threat, is
assigned a score along with respective thresholds. For instance, Toxicity is measured at 0.12794 with a threshold
of 0.95638, Severe Toxicity at 0.01995 with a threshold of 0.45895, Identity Attack at 0.01868 with a threshold
of 0.27992, Insult at 0.06490 with a threshold of 0.67254, Profanity at 0.07277 with a threshold of 0.95877, and
Threat at 0.02783 with a threshold of 0.54744. These scores are quantitative measures to identify and categorize
various toxic behaviors or language types within the video content. Analyzing these scores enables a deeper
understanding of the overall tone and nature of the content, facilitating appropriate actions to address any issues
and promote a safer online environment.

The provided toxicity score analysis presents numerical values representing different aspects of
potentially harmful content within the second video. These metrics, including Toxicity, Severe Toxicity, Identity
Attack, Insult, Profanity, and Threat, offer insights into the level and nature of toxic behavior or language in the
video. The scores are accompanied by corresponding thresholds, indicating the point at which content may be
considered toxic. For instance, a higher Toxicity score implies a greater likelihood of harmful content, while
Severe Toxicity and Threat scores suggest more severe or threatening language or behavior. Identity Attack,
Insult, and Profanity scores reflect specific types of toxic communication. By analyzing these scores, one
assesses the overall toxicity of the video and takes appropriate measures to address any issues or concerns, such
as content moderation or community guidelines enforcement.

3.2 Model Performance in Sentiment Classification

Based on the results of sentiment classification, differences in algorithm performance based on the confusion
matrix, f-measure, and AUC were identified when utilizing the SMOTE operator compared to without using the
SMOTE operator. The confusion matrix provides insights into classification accuracy by revealing the number of
true positive, true negative, false positive, and false pessimistic predictions. Meanwhile, the f-measure considers
precision and recall, offering a balanced classification performance assessment. Additionally, the AUC metric
evaluates the ability of the model to distinguish between positive and negative sentiment classes. By comparing
these performance metrics between models with and without SMOTE, the impact of oversampling on sentiment
classification accuracy and effectiveness is comprehensively understood, facilitating informed decision-making
in model selection and deployment strategies.

The provided metrics elucidate the performance of the SVM algorithm with SMOTE. The algorithm
exhibited an accuracy of 59.88% +/- 7.45%, with a micro average of 59.91%. The confusion matrix revealed that
out of the total positive instances, 173 were correctly classified, while 130 were misclassified as negative.
Similarly, out of the total negative instances, 87 were correctly classified, with 44 misclassified as positive. The
AUC metrics demonstrated values of 0.679 +/- 0.044 (optimistic), 0.643 +/- 0.051 (standard), and 0.607 +/-
0.060 (pessimistic), with the positive class being Negative. Precision was recorded at 65.09% +/- 8.51%, and
recall at 40.09% +/- 13.95%, with a corresponding f-measure of 49.02% +/- 12.72%, all with the positive class
being Negative. These metrics collectively portray the performance characteristics of the SVM algorithm with
SMOTE, providing insights into its effectiveness and limitations in sentiment classification tasks.

Copyright © 2024 Author, Page 600
This Journal is licensed under a Creative Commons Attribution 4.0 International License



Journal of Computer System and Informatics (JoSYC)
ISSN 2714-8912 (media online), ISSN 2714-7150 (media cetak)

Volume 5, No. 3, May 2024, Page 591-604
https://ejurnal.seminar-id.com/index.php/josyc

DOI 10.47065/josyc.v5i3.5167

SVM Using SMOTE DT Using SMOTE
PerformanceVector: PerformancevVector:
accuracy: 59.88% +/- 7.45% (micro average: 59.91%) accuracy: 52.09% +/- 2.61% (micro average: 52.07%)
ConfusionMatrix: ConfusionMatrix:
True: Positive Negative True: Positive Negative
Positive: 173 130 Positive: 15
Negative: 44 a7 Negative: 2082 211
AUC (optimistic): @.679 +/- 0.044 (micro average: 8.679) (positive class: Negative) AUC (optimistic): 0.974 +/- 0.038 (micro average: 0.074) (positive class: Negative)
AUC: ©.643 +/- 0.851 (micro average: 0.643) (positive class: Negative) AUC: ©.521 +/- 8.823 (micro average: 6.521) (positive class: Negative)
AUC (pessimistic): 9.607 +/- 0.060 {(micro average: 0.607) (positive class: Negative) AUC (pessimistic): .068 +/- .025 (micro average: 0.0868) (positive class: Negative)
precision: 65.09% +/- 8.51% (micro average: 66.41%) (positive class: Negative) precision: 51.11% +/- 1.76% (micro average: 51.09%) (positive class: Negative)
ConfusionMatrix: ConfusionMatrix:
True: Positive Negative True: Positive Negative
Positive: 173 130 Positive:
Negative: 44 87 Negative: 202 211
recall: 40.09% +/- 13.95% (micro average: 40.09%) (positive class: Negative) recall: 97.27% +/- 3.18% (micro average: 97.24%) (positive class: Negative)
ConfusionMatrix: ConfusionMatrix:
True:  Positive Negative True: Positive Negative
Positive: 173 138 Positive: 15 6
Negative: 44 87 Negative: 202 211
f_measure: 49.82% +/- 12.72% (micro average: 50.00%) (positive class: Negative) f_measure: 66.99% +/- 1.93% (micro average: 66.98%) (positive class: Negative)
ConfusionMatrix: ConfusionMatrix:
True:  Positive Negative True: Positive Negative
Positive: 173 130 Positive:
Negative: 44 87 Negative: 202 211
k-NN Using SMOTE NBC Using SMOTE
PerformanceVector: PerformanceVector:
accuracy: 54.80% +/- 6.18% (micro average: 54.84%) accuracy: 59.25% +/- 5.74% (micro average: 59.22%)
ConfusionMatrix: ConfusionMatrix:
True: Positive Negative True: Positive Negative
Positive: 74 53 Positive: 156 116
Megative: 143 164 Megative: 61 101
AUC (optimistic): ©.807 +/- ©.086 (micro average: 8.807) (positive class: Negative) AUC (optimistic): 8.748 +/- 0.073 (micro average: 8.748) (positive class: Negative)
AUC: 0.589 +/- 2.072 (micro average: 8.589) (positive class: Negative) AUC: 0.538 +/- 8.881 (micro average: 0.538) (positive class: Negative)
AUC (pessimistic): @.371 +/- @.889 (micro average: 0.371) (positive class: Negative) AUC (pessimistic): 8.469 +/- ©.892 (micro average: @.469) (positive class: Negative)
precision: 53.42% {positive class: Negative) precision: 62.54% +/— 8.35% (micro average: 62.35%) (positive class: Negative)
ConfusionMatrix: ConfusionMatrix:
True: Positive Negative True: Positive Negative
Positive: 74 53 Positive: 156 116
MNegative: 143 164 Megative: 61 101
recall: 75.71% +/- 28.14% (micro average: 75.58%) (positive class: Negative) recall: 46.56% +/- 11.82% (micro average: 46.54%) (positive class: Negative)
ConfusionMatrix: ConfusionMatrix:
True: Positive Negative True: Positive Negative
Positive: 74 53 Positive: 156 116
Negative: 143 164 Negative: 61 101
f_measure: 62.60% (positive class: Negative) f_measure: 52.72% +/— 9.27% (micro average: 53.30%) (positive class: Negative)
ConfusionMatrix: ConfusionMatrix:
True:  Positive Negative True: Positive Negative
Positive: 74 53 Positive: 156 116
Megative: 143 164 Negative: 61 101

Figure 9. Performance of SVM, DT, k-NN, and NBC Using SMOTE

Figure 9 shows the performance of each algorithm using SMOTE. The analysis of the DT algorithm with
SMOTE underscores its performance characteristics. The algorithm exhibited an accuracy of 52.09% +/- 2.61%,
with a micro average of 52.07%. The confusion matrix illustrates that only 15 were correctly classified among
the positive instances, while six were misclassified as unfavorable. Conversely, out of the total negative
instances, 211 were correctly classified, with 202 misclassified as positive. Regarding AUC metrics, the
optimistic, standard, and pessimistic values stood at 0.974 +/- 0.030, 0.521 +/- 0.023, and 0.068 +/- 0.025,
respectively, with the positive class being Negative. The algorithm's precision was recorded at 51.11% +/-
1.76%, while recall and f-measure were observed at 97.27% +/- 3.18% and 66.99% +/- 1.93%, respectively, all
with the positive class being Negative. These findings provide insights into the DT algorithm's performance with
SMOTE, highlighting its strengths and weaknesses in sentiment classification tasks.

The performance evaluation of the NBC algorithm with SMOTE reveals notable insights. The algorithm
achieved 59.25% +/- 5.74% accuracy, with a micro average of 59.22%. The confusion matrix depicts that out of
the total positive instances, 156 were correctly classified, while 116 were misclassified as unfavorable. Similarly,
out of the total negative instances, 101 were correctly classified, with 61 misclassified as positive. Regarding
AUC metrics, the optimistic, standard, and pessimistic values were recorded at 0.740 +/- 0.073, 0.538 +/- 0.081,
and 0.469 +/- 0.092, respectively, with the positive class being Negative. The precision of the algorithm stood at
62.54% +/- 8.35%, while recall and f-measure were observed at 46.56% +/- 11.82% and 52.72% +/- 9.27%,
respectively, all with the positive class being Negative. These metrics provide insights into the performance
characteristics of the NBC algorithm with SMOTE, delineating its effectiveness and limitations in sentiment
classification tasks.

Analyzing the K-NN algorithm with SMOTE demonstrates its performance characteristics in sentiment
classification tasks. The algorithm achieved an accuracy of 54.80% +/- 6.18%, with a micro average of 54.84%.
Examination of the confusion matrix reveals that among the positive instances, 74 were correctly classified,
while 53 were misclassified as unfavorable. Conversely, out of the total negative instances, 164 were correctly
classified, with 143 misclassified as positive. Regarding AUC metrics, the optimistic, standard, and pessimistic
values stood at 0.807 +/- 0.086, 0.589 +/- 0.072, and 0.371 +/- 0.089, respectively, with the positive class being
Negative. The algorithm's precision for the positive class was observed at 53.42%. Furthermore, the algorithm
exhibited a recall of 75.71% +/- 28.14% and an f-measure of 62.60% for the positive class. These findings
provide insights into the performance of the K-NN algorithm with SMOTE, highlighting its strengths and areas
for improvement in sentiment classification tasks.
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The shortcomings of sentiment classification algorithms, including SVM, NBC, DT, and K-NN with or
without SMOTE, vary but include several common challenges. Firstly, these algorithms may struggle to handle
noisy or unstructured data, leading to inaccurate classifications. Secondly, they might exhibit limited
generalization capabilities, especially when dealing with sentiment expressions outside the training data's scope.
Additionally, these algorithms may be susceptible to overfitting, where they memorize the training data instead
of learning underlying patterns, leading to poor performance on unseen data. Moreover, they might face
challenges in capturing context and nuances in language, resulting in misinterpretations of sentiment. The
computational complexity of some algorithms, mainly when applied to large datasets, hinders scalability and
efficiency. Lastly, the effectiveness of these algorithms is influenced by imbalanced datasets, where one
sentiment class significantly outweighs the other, leading to biased predictions. Addressing these limitations
requires ongoing research and advancements in algorithm design, feature engineering, and data preprocessing
techniques.

The limitations of this research encompass several aspects that warrant consideration. Firstly, the scope of
the study may be confined to specific datasets, platforms, or contexts, which could restrict the generalizability of
the findings to broader settings. Additionally, the methodology employed, such as the choice of algorithms,
feature selection techniques, or evaluation metrics, may influence the results' robustness and comparability with
other studies. Moreover, the availability and quality of data, including potential biases or inaccuracies, could
impact the reliability and validity of the analyses. Furthermore, the study's duration and resources allocated
might have constrained the depth or breadth of the investigation, limiting the exploration of alternative
approaches or examining long-term trends. Additionally, external factors, such as technological advancements or
changes in user behavior, may have occurred during the research period, which could affect the relevance and
applicability of the findings. Lastly, ethical considerations, such as privacy concerns or the potential misuse of
sentiment analysis outputs, should be acknowledged and addressed to ensure responsible research conduct and
societal impact mitigation.

4. CONCLUSION

In conclusion, employing the CRISP-DM framework has facilitated this research's structured and systematic
approach to sentiment analysis. Through meticulous evaluation, it has been revealed that each algorithm,
including SVM, NBC, DT, and K-NN with SMOTE, exhibits distinct strengths and weaknesses in sentiment
classification tasks. While SVM demonstrates an accuracy of 59.88% +/- 7.45%, NBC achieves 59.25% +/-
5.74%, DT scores 52.09% +/- 2.61%, and K-NN attains 54.80% +/- 6.18%. Despite the merits, these algorithms
also exhibit limitations, such as varying precision, recall, and f-measure levels, underscoring the need for a
comprehensive understanding of the performance metrics. Moreover, topics identified through content analysis,
including Biometric security, Cloud storage, Emotion Analysis, Emotion Conveyance, Keywords for Emotions,
Negative attitude or reception, Recurring Themes, Regulation, Specific Topics, Technology Security, and Topic
Relationships, enrich the understanding of sentiment dynamics. Additionally, the toxicity score of the first video
indicates Toxicity: 0.13227, Severe Toxicity: 0.00813, Identity Attack: 0.03762, Insult: 0.07484, Profanity:
0.05251, and Threat: 0.02290. Meanwhile, the toxicity score of the second video shows Toxicity: 0.12794,
Severe Toxicity: 0.01995, Identity Attack: 0.01868, Insult: 0.06490, Profanity: 0.07277, and Threat: 0.02783.
Therefore, this study underscores the importance of informed algorithm selection and evaluation methodologies
within the CRISP-DM framework to optimize sentiment analysis outcomes while considering the diverse topics
prevalent in content analysis.
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