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Abstrak-Produksi padi di Indonesia sering menurun akibat serangan penyakit daun yang sulit dideteksi secara dini dengan cara
konvensional. Penelitian ini bertujuan mengidentifikasi penyakit daun padi berdasarkan citra daun menggunakan Convolutional Neural
Network (CNN). Data penelitian diperoleh dari repositori daring (Kaggle) yang memuat citra daun padi berlabel dalam beberapa kelas
penyakit. Model CNN kustom dirancang dan dilatih setelah dilakukan pra-pemrosesan citra (resize menjadi 224x224 piksel),
normalisasi, serta augmentasi data untuk mengurangi overfitting. Pelatihan dilakukan di lingkungan Google Colab menggunakan
TensorFlow, dengan pembagian data 70:30, 80:20, dan 90:10 untuk menganalisis performa. Hasil terbaik menunjukkan akurasi
pelatihan 83,02% dan akurasi pengujian 77,33%. Selain itu, model dibandingkan dengan beberapa arsitektur populer yang banyak
digunakan dalam literatur, seperti ResNet50, VGG16, dan EfficientNetB0. Hasil penelitian menunjukkan bahwa model CNN kustom
mampu memberikan kinerja klasifikasi kompetitif untuk deteksi dini penyakit daun padi, sehingga berpotensi menjadi sistem
pendukung keputusan bagi petani dalam pengendalian penyakit secara cepat dan efisien.

Kata Kunci: Convolutional Neural Network; Penyakit Daun Padi; Citra Daun; Deep Learning; Pertanian Digital.

Abstract-Rice production in Indonesia often declines due to leaf diseases that are difficult to detect early using conventional methods.
This study aims to identify rice leaf diseases based on leaf images using a Convolutional Neural Network (CNN). The dataset was
obtained from an online repository (Kaggle) containing labeled images of rice leaves across several disease categories. A custom CNN
model was designed and trained after applying image preprocessing (resizing to 224224 pixels), normalization, and data augmentation
to reduce overfitting. The training was conducted in the Google Colab environment using TensorFlow with train—test splits of 70:30,
80:20, and 90:10 to analyze model performance. The best result achieved a training accuracy of 83.02% and a testing accuracy of
77.33%. Furthermore, the model was compared with several widely used architectures in the literature, including ResNet50, VGG 16,
and EfficientNetB0. The findings indicate that the proposed custom CNN model provides competitive classification performance for
early detection of rice leaf diseases and has the potential to serve as a decision-support system for farmers in rapid and efficient disease
management.
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1. PENDAHULUAN

Indonesia sebagai negara agraris dengan iklim tropis memiliki ketergantungan tinggi terhadap produksi padi sebagai
sumber pangan utama. Namun, fluktuasi iklim, perubahan pola curah hujan, serta meningkatnya serangan penyakit daun
seperti hawar daun bakteri, blas, dan bercak cokelat telah menyebabkan penurunan hasil panen yang signifikan di berbagai
wilayah. Kondisi ini mengancam ketahanan pangan nasional dan ekonomi masyarakat tani. Upaya peningkatan
produktivitas dan mitigasi kehilangan hasil panen memerlukan penerapan teknologi pertanian cerdas yang mampu
mendeteksi penyakit tanaman secara cepat, akurat, dan efisien [1], [2], [3].

Identifikasi penyakit padi secara konvensional umumnya masih mengandalkan inspeksi visual oleh pakar lapang.
Metode ini bergantung pada keahlian manusia dan bersifat subjektif, sehingga tidak efisien untuk diterapkan pada area
luas dengan jumlah sampel besar. Untuk mengatasi keterbatasan tersebut, berbagai penelitian mengusulkan pendekatan
otomatis berbasis pengolahan citra digital dan pembelajaran mesin. Salah satu pendekatan yang berkembang pesat adalah
Convolutional Neural Network (CNN), yang terbukti unggul dalam tugas klasifikasi citra termasuk pada bidang pertanian
digital [4], [5], [6].

Beberapa penelitian sebelumnya telah membuktikan efektivitas CNN untuk deteksi penyakit padi. Sheila et al [4],
menggunakan arsitektur CNN sederhana untuk mendeteksi tiga jenis penyakit daun padi dan memperoleh akurasi 82%.
Agustina et al [5] mengimplementasikan DenseNet-121 dengan augmentasi data dan mencapai akurasi 88,4%, sedangkan
Milano [5] menggunakan EfficientNet-B6 untuk klasifikasi enam kelas penyakit dengan akurasi mencapai 90%.
Walaupun hasil tersebut menunjukkan potensi CNN, sebagian besar studi hanya menggunakan transfer learning dengan
model pra-terlatih, bukan merancang arsitektur CNN yang dioptimalkan untuk karakteristik dataset padi secara spesifik
(71, [8], [9].

Selain itu, dataset yang digunakan pada sebagian besar penelitian bersifat terkurasi, dengan latar belakang dan
pencahayaan homogen, sehingga model yang dihasilkan sering gagal beradaptasi dengan kondisi lapang yang bervariasi.
Penelitian oleh Rachman et al [10] misalnya, menggunakan dataset yang terbatas pada kondisi pencahayaan terkendali,
sehingga kemampuan generalisasi model terhadap citra nyata menjadi rendah. Kesenjangan ini menandakan perlunya
model CNN kustom yang dirancang dan dilatih khusus pada dataset yang merepresentasikan variasi nyata di lapangan,
dengan penerapan teknik augmentasi yang efektif untuk memperluas keragaman data pelatihan [11], [12].

Seiring kemajuan teknologi deep learning, berbagai penelitian juga berfokus pada perbandingan arsitektur populer
seperti ResNet, VGG, dan EfficientNet dalam konteks klasifikasi citra pertanian. Namun, setiap arsitektur memiliki trade-
off antara akurasi dan efisiensi komputasi. ResNet dikenal stabil namun memerlukan waktu pelatihan panjang, sedangkan
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EfficientNet lebih efisien tetapi sensitif terhadap konfigurasi hiperparameter. Berdasarkan kondisi tersebut, penelitian ini
berupaya mengembangkan arsitektur CNN ringan namun tetap akurat untuk mendeteksi penyakit daun padi, sekaligus
menganalisis pengaruh parameter pelatihan seperti ukuran citra, jumlah epoch, dan pembagian data terhadap performa
model [5], [7].

Dalam kajian arsitektur, penelitian ini merancang model CNN kustom dan melakukan uji komparatif terhadap
beberapa arsitektur populer untuk mengevaluasi trade-off akurasi versus efisiensi komputasi. Rancangan eksperimen
mencakup pengaturan hyperparameter (optimizer, learning rate, batch size), pembagian data latih/validasi/ujian, serta
penerapan early stopping dan pemantauan metrik seperti akurasi, precision, recall, dan F1-score per kelas [9], [13].

Hasil awal dari studi komparatif pada literatur mengindikasikan bahwa ukuran citra dan konfigurasi epoch
memengaruhi performa secara signifikan: resolusi yang lebih tinggi cenderung memberikan representasi fitur yang lebih
kaya namun meningkatkan kebutuhan komputasi, sedangkan augmentasi dan pembagian dataset yang tepat membantu
mengurangi bias dan meningkatkan robustnes model. Oleh karena itu penelitian ini menempatkan fokus analitis pada
pengaruh ukuran citra, teknik augmentasi, dan skema pembagian data terhadap metrik evaluasi [14], [15].

Meskipun hasil penelitian terdahulu memperlihatkan akurasi tinggi pada dataset terkurasi, masalah generalisasi ke
citra lapang (pencahayaan tidak terkontrol, latar belakang bervariasi, kerusakan mekanis) masih menjadi tantangan. Selain
itu kebutuhan untuk model ringan agar dapat di-deploy pada perangkat mobile atau edge juga tercatat sebagai gap riset
yang perlu ditangani. Penelitian ini berusaha menjawab gap tersebut dengan (i) mengembangkan model kustom yang
dioptimasi untuk dataset tersedia, (ii) menganalisis efek pre-processing dan augmentasi secara sistematis, dan (iii)
membandingkan model kustom dengan arsitektur populer untuk mengevaluasi kompromi akurasi vs. efisiensi. Dengan
demikian, tujuan penelitian ini adalah mengembangkan model Convolutional Neural Network (CNN) kustom untuk
mengidentifikasi enam jenis penyakit daun padi berdasarkan citra, serta menganalisis performanya dibandingkan dengan
arsitektur populer seperti ResNet50, VGG16, dan EfficientNetB0 guna memperoleh model yang akurat dan efisien untuk
diterapkan pada sistem pertanian cerdas [16], [17].

2. METODOLOGI PENELITIAN
2.1 Tahapan penelitian

Penelitian ini dilaksanakan melalui beberapa tahapan utama yang ditunjukkan pada Gambar 1. Setiap tahap mencakup
identifikasi masalah, pengumpulan data, prapemrosesan citra, perancangan model Convolutional Neural Network (CNN),
pelatihan dan evaluasi model, serta proses klasifikasi citra daun padi. Seluruh proses diimplementasikan menggunakan
bahasa pemrograman Python dengan pustaka TensorFlow dan Keras pada lingkungan Google Colab untuk memanfaatkan
sumber daya GPU [4], [5].

Tahapan-tahapan dalam penelitian ini secara umum ditampilkan pada Gambar 1.
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Gambar 1. Diagram Alur
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Berdasarkan Gambar 1, proses penelitian diawali dengan pengumpulan dataset dari sumber daring seperti Kaggle,
yang memuat citra daun padi dalam enam kategori. Tahap berikutnya adalah pra-pemrosesan data, meliputi resize,
normalisasi, dan augmentasi untuk meningkatkan variasi citra. Setelah itu, dilakukan pembuatan dan pelatihan model
CNN menggunakan arsitektur ResNet50 yang dioptimalkan dengan pengaturan hyperparameter tertentu. Model
kemudian dievaluasi berdasarkan metrik akurasi dan loss. Tahap akhir adalah identifikasi citra daun padi ke dalam enam
kelas: sehat, hawar daun bakteri, penyakit blas, bercak cokelat, bercak cokelat sempit, dan pangkal daun terbakar. Hasil
klasifikasi tersebut menjadi dasar penarikan hasil dan kesimpulan penelitian [7], [9].

2.2 Pengumpulan dan Prapemrosesan Data

Dataset yang digunakan diperoleh dari platform Kaggle yang berisi 2.628 citra daun padi, masing-masing mewakili enam
kategori: healthy, bacterial leaf blight, leaf blast, brown spot, narrow brown spot, dan leaf scald. Setiap citra memiliki
format JPEG dengan resolusi bervariasi dan diambil dalam kondisi pencahayaan serta latar belakang yang beragam. Untuk
menjaga konsistensi, semua citra diubah ukurannya menjadi 224x224 piksel [10], [11],[18].

Pra-pemrosesan dilakukan untuk memperbaiki kualitas citra dan mempercepat proses pelatihan. Prosedur ini
meliputi normalisasi piksel ke rentang [0,1], konversi ruang warna RGB, serta augmentasi data berupa rotasi acak (15—
30°), horizontal flip, variasi kecerahan £20%, zoom range 0,2, dan penambahan Gaussian noise. Proses augmentasi ini
bertujuan meningkatkan variasi data pelatihan dan mengurangi risiko overfitting [5], [7].

Setelah augmentasi, dataset dibagi menjadi tiga subset dengan rasio 70% data latih, 20% data validasi, dan 10%
data uji. Setiap subset memastikan distribusi kelas yang seimbang untuk menjaga stabilitas hasil pelatihan. Skema
pembagian data dan tahapan augmentasi divisualisasikan dalam diagram alir pada Gambar 2 [9].

<«

[ Input Citra Asli \'

v

Data Asli” jenis Prapemrosesan? .DRata Augmentasi

Resize Citra ] | Resize Citra |

—

" Augmentasi Data (Rotasi, Flip, dil.) |

T

| simpan Data yang Telah Diproses J

Selesai

Gambar 2. Diagram proses prapemrosesan

Berdasarkan Gambar 2 menunjukkan tahapan prapemrosesan citra yang dimulai dari proses input citra asli. Setelah
data citra dimasukkan, dilakukan pemilihan jenis prapemrosesan antara data asli dan data augmentasi. Jika menggunakan
data asli, citra langsung mengalami proses resize untuk menyeragamkan ukuran gambar, sedangkan jika menggunakan
data augmentasi, citra akan di-resize terlebih dahulu kemudian dilakukan proses augmentasi data seperti rotasi, flip, atau
transformasi lainnya. Seluruh data hasil prapemrosesan kemudian disimpan sebagai data siap olah pada tahap selanjutnya.

2.3 Arsitektur Model CNN

Arsitektur Convolutional Neural Network (CNN) yang digunakan dalam penelitian ini merupakan model kustom yang
terdiri atas empat blok konvolusi dan max-pooling bertingkat, diikuti oleh dua lapisan fully connected dan satu lapisan
output dengan fungsi aktivasi Softmax.Setiap blok konvolusi menggunakan filter berukuran 3x3 dengan fungsi aktivasi
ReLU (Rectified Linear Unit), sementara max-pooling memiliki ukuran kernel 2x2 untuk mereduksi dimensi spasial dan
mengontrol kompleksitas komputasi. Jumlah filter pada setiap blok konvolusi ditetapkan secara bertingkat, yaitu 32, 64,
128, dan 256 filter, untuk menangkap pola visual dengan tingkat kedetailan yang semakin tinggi pada setiap lapisan.Untuk
mencegah overfitting, diterapkan lapisan Dropout sebesar 0,5 pada lapisan fully connected. Parameter bobot diinisialisasi
menggunakan metode He Normal initialization, sedangkan Batch Normalization diterapkan setelah setiap operasi
konvolusi untuk mempercepat konvergensi pelatihan dan menjaga stabilitas distribusi aktivasi.Lapisan-lapisan CNN ini
dirancang untuk mengekstraksi fitur visual yang merepresentasikan tekstur, pola, serta bentuk gejala penyakit daun padi,
seperti bercak cokelat, lesi memanjang, atau perubahan warna. Lapisan output menggunakan fungsi aktivasi Softmax
dengan enam neuron yang mewakili enam kelas citra, yaitu: daun sehat, hawar daun bakteri, blas, bercak cokelat, bercak
cokelat sempit, dan pangkal daun terbakar [8], [9].

Lapisan-lapisan CNN dirancang untuk mengekstraksi fitur visual yang merepresentasikan tekstur, pola, dan bentuk
gejala penyakit pada daun padi. Parameter bobot diinisialisasi menggunakan metode He Normal, dan normalisasi batch
diterapkan setelah setiap konvolusi untuk mempercepat konvergensi pelatihan. Rancangan arsitektur ini diilustrasikan
pada Gambar 3 [13].

Arsitektur lengkap dari model CNN dapat dilihat pada Gambar 3.
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Gambar 3. Arsitektur Model CNN

Gambar 3 menunjukkan alur kerja pelatihan model CNN yang dimulai dari input citra, kemudian citra di-resize ke
ukuran 224x224 piksel. Setelah itu dilakukan proses normalisasi dan augmentasi untuk menyeimbangkan data pelatihan.
Citra selanjutnya melewati beberapa lapisan konvolusi (Conv2D) dengan filter berukuran 32, 64, dan 128 serta fungsi
aktivasi ReLU, disertai lapisan MaxPooling 2x2 untuk mereduksi dimensi fitur.Hasil ekstraksi fitur kemudian diratakan
melalui proses flatten dan dilanjutkan ke fully connected layer sebelum melewati lapisan softmax untuk klasifikasi. Tahap
berikutnya adalah pelatihan model (training) dan evaluasi model untuk mengukur performa akurasi. Jika akurasi sudah
baik, model akan dilanjutkan ke tahap implementasi, namun jika belum, dilakukan penyesuaian hyperparameter (tuning).
Setelah model optimal, sistem digunakan untuk prediksi gambar baru, dan hasil akhirnya berupa output citra [16], [9]

2.4Proses Pelatihan dan Evaluasi Model

Model CNN dilatih menggunakan optimizer Adam dengan learning rate 0,001 dan batch size 32. Proses pelatihan
dilakukan selama maksimum 50 epoch dengan penerapan early stopping berdasarkan metrik akurasi validasi. Fungsi /oss
yang digunakan adalah categorical cross-entropy karena penelitian ini bersifat klasifikasi multikelas [5], [7].

Evaluasi model mencakup beberapa metrik, yaitu akurasi, precision, recall, dan FI-score yang dihitung untuk
setiap kelas. Selain itu, confusion matrix digunakan untuk mengidentifikasi pola kesalahan klasifikasi dan mengukur
seberapa baik model membedakan antar kelas penyakit. Perhitungan metrik dilakukan menggunakan pustaka scikit-learn
[13], [19].

Eksperimen dilakukan pada lingkungan Google Colab dengan GPU Tesla T4, RAM 12 GB, dan runtime Python
3.10. Hasil pelatihan direkam dalam bentuk grafik loss dan accuracy terhadap epoch untuk menilai stabilitas pelatihan.
[14], [20].

2.5Proses Klasifikasi Citra Daun Padi

Tahapan klasifikasi citra daun padi dimulai dengan memasukkan citra uji ke dalam model CNN yang telah terlatih. Citra
yang masuk melalui lapisan konvolusi akan diekstraksi menjadi vektor fitur yang kemudian diklasifikasikan ke salah
satu dari enam kelas penyakit berdasarkan probabilitas tertinggi dari fungsi Softmax [10], [16].

Keluaran akhir sistem berupa label penyakit beserta nilai probabilitas prediksi yang menunjukkan tingkat
keyakinan model. Untuk memastikan interpretabilitas, hasil klasifikasi divisualisasikan menggunakan heatmap Grad-
CAM yang menunjukkan area citra yang paling berkontribusi terhadap prediksi model. Tahapan ini memungkinkan
analisis visual apakah CNN berfokus pada area daun yang sesuai dengan gejala penyakit [5], [13].

Hasil pengujian model CNN buatan sendiri terhadap citra daun padi menunjukkan kemampuan sistem dalam
mengenali jenis penyakit berdasarkan pola dan warna pada permukaan daun. Contoh hasil prediksi yang dilakukan oleh
model terhadap citra daun padi ditunjukkan pada Gambar 6. Hasil Prediksi
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Gambar 4. Hasil Prediksi

Gambar 4 memperlihatkan hasil prediksi model terhadap citra daun padi yang terdeteksi mengandung penyakit
blast pada daun (Leaf Blast). Bagian kiri menunjukkan gambar yang diproses oleh model, sedangkan bagian kanan
menampilkan gambar referensi dari dataset. Model berhasil mengenali jenis penyakit dengan tingkat kepastian sebesar
0,76.Dari hasil ini dapat disimpulkan bahwa model CNN buatan sendiri mampu mengidentifikasi penyakit daun padi
dengan cukup baik berdasarkan fitur visual seperti perubahan warna dan tekstur pada permukaan daun. Hasil prediksi ini
juga menunjukkan bahwa tingkat akurasi model bergantung pada kejelasan citra masukan dan kualitas data pelatihan yang
digunakan.

3. HASIL DAN PEMBAHASAN
3.1 Hasil Eksperimen

Penelitian ini mengimplementasikan empat model Convolutional Neural Network (CNN) yaitu model buatan sendiri
(CNN kustom), VGG16, ResNet50, dan EfficientNetBO untuk klasifikasi enam jenis kondisi daun padi, yaitu healthy,
bacterial leaf blight, leaf blast, brown spot, narrow brown spot, dan leaf scald. Seluruh model dilatih menggunakan
optimizer Adam dengan learning rate 0,001, batch size 32, dan fungsi loss categorical cross-entropy. Pelatihan dilakukan
pada Google Colab menggunakan GPU Tesla T4 selama maksimum 50 epoch dengan penerapan early stopping [4], [5],
[9].

Untuk mengevaluasi performa model CNN buatan sendiri yang dikembangkan dalam penelitian ini, dilakukan
proses pelatihan dan validasi menggunakan data citra daun padi dengan berbagai kondisi. Hasil pelatihan model tersebut
ditunjukkan pada Gambar 5. Grafik Akurasi dan Loss Model CNN Buatan Sendiri.

Accuracy Loss

Train Loss
- Wal Loss

Train Accuracy
wal Accuracy

184

1.6

1.4 4

124

Loss

Accuracy

1.0

0.8 4

0.2 4 .
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Epoch Epoch

Epoch s@/se
41/41 ———————————— 3135 8s/step - accuracy: 2.2872 - loss: @.3e36 - val_accuracy: 8.88676 - val_loss: @.4116

Gambar 5. Model Bautan Sendiri

Hasil eksperimen menunjukkan bahwa model buatan sendiri memiliki performa terbaik dibandingkan ketiga
arsitektur pembanding. Model ini mencapai akurasi pelatihan sebesar 0,9074 (90,74%) dan akurasi validasi sebesar 0,8676
(86,76%), dengan nilai loss 0,1906 dan validation loss 0,4116. Nilai tersebut menunjukkan bahwa proses pelatihan
berjalan stabil dan model mampu melakukan generalisasi dengan baik terhadap data yang belum pernah dilihat
sebelumnya. Kurva pelatihan menunjukkan hubungan yang proporsional antara peningkatan akurasi dan penurunan /oss,
tanpa adanya tanda-tanda overfitting yang signifikan. Keberhasilan ini diduga karena arsitektur CNN kustom dirancang
secara spesifik berdasarkan karakteristik dataset daun padi, sehingga model mampu mengekstraksi fitur visual seperti
tekstur bercak, pola warna, dan tepi daun yang relevan dengan gejala penyakit. Selain itu, penerapan dropout 0,5 dan
augmentasi data seperti rotasi dan pembalikan citra juga berperan dalam meningkatkan kemampuan generalisasi model.

Selain model CNN buatan sendiri, penelitian ini juga menguji performa model arsitektur ResNet50 untuk
membandingkan kemampuan klasifikasi terhadap citra daun padi. Hasil pelatihan dan validasi model ResNet50 terhadap
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dataset ditunjukkan pada Gambar 6. Grafik Akurasi dan Loss Model ResNet50.
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Gambar 6. Model ResNet50

Model ResNet50 justru memperlihatkan kinerja terendah dengan akurasi pelatihan hanya 0,3024 (30,24%) dan
akurasi validasi 0,1667 (16,67%). Hasil ini menunjukkan adanya kesulitan konvergensi yang cukup serius. Kedalaman
arsitektur ResNet50 yang mencapai 50 lapisan menyebabkan model sulit menyesuaikan bobot ketika dataset yang
digunakan relatif kecil. Hal ini menyebabkan underfitting karena kapasitas model yang terlalu besar tidak sebanding
dengan variasi data. Proses pelatihan juga menunjukkan fluktuasi yang tinggi pada nilai loss, menandakan model tidak
mampu mencapai stabilitas. Kondisi ini memperkuat temuan bahwa model dengan struktur terlalu kompleks tidak selalu
menjamin akurasi tinggi, terutama jika tidak didukung jumlah data pelatihan yang cukup.

Sebagai pembanding lain terhadap performa model CNN dan ResNet50, penelitian ini juga menggunakan arsitektur
VGG16 untuk menguji kemampuan model dalam mengenali citra daun padi berdasarkan fitur visualnya. Model ini dipilih
karena memiliki struktur lapisan konvolusi yang dalam dan teratur, sehingga diharapkan dapat memberikan hasil akurasi
yang lebih baik. Hasil pelatihan dan validasi model tersebut ditampilkan pada Gambar 7. Grafik Akurasi dan Loss Model
VGG1eé.
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Gambar 7. Model VGG16

Sebaliknya, model VGG16 menunjukkan performa yang lebih rendah dengan akurasi pelatihan 0,6046 (60,46%)
dan akurasi validasi 0,6597 (65,97%). Meskipun arsitektur ini terkenal stabil pada berbagai tugas klasifikasi citra, hasil
yang relatif rendah pada penelitian ini disebabkan oleh kompleksitas jaringan dan ukuran filter konvolusi yang tidak
optimal terhadap fitur visual daun padi yang berskala kecil dan kontras halus. Selain itu, jumlah parameter VGG16 yang
besar (14,8 juta) menjadikan proses pelatihan lebih berat dan memerlukan data dalam jumlah besar agar dapat mencapai
konvergensi sempurna. Oleh karena itu, meskipun model ini mampu mengenali pola umum, kemampuannya dalam
mengklasifikasikan detail tekstur bercak penyakit masih terbatas.

Selain model VGG16, penelitian ini juga menerapkan model EfficientNetBO untuk memperoleh hasil klasifikasi
yang lebih optimal dengan efisiensi parameter yang lebih baik. Model EfficientNetB0O dikenal memiliki keseimbangan
antara kedalaman, lebar, dan resolusi jaringan, sehingga mampu memberikan kinerja tinggi dengan sumber daya
komputasi yang lebih ringan. Hasil pelatihan dan validasi model tersebut ditampilkan pada Gambar 8. Grafik Akurasi dan
Loss Model EfficientNetBO0.
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Gambar 8. Model EfficientNetB0O
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Sementara itu, model EfficientNetBO menampilkan hasil yang cukup kompetitif dengan akurasi pelatihan 0,7915
(79,15%) dan validasi 0,6130 (61,30%). Arsitektur ini dikenal efisien karena menggunakan jumlah parameter yang jauh
lebih sedikit, yaitu sekitar 4,2 juta, dengan performa relatif baik. Namun, pada penelitian ini, akurasi yang dihasilkan
masih lebih rendah dibandingkan model buatan sendiri. Hal ini dapat disebabkan oleh teknik scaling yang digunakan
EfficientNet yang lebih cocok untuk dataset dengan variasi citra yang sangat luas dan resolusi tinggi. Pada dataset daun
padi yang cenderung homogen, kompleksitas skala jaringan justru tidak memberikan keuntungan signifikan. Meskipun
demikian, model ini tetap menjanjikan untuk aplikasi praktis di perangkat bergerak karena ukuran model yang ringan dan
waktu pelatihan yang lebih singkat.

3.2 Analisis Akurasi dan Loss

Tabel 1. Hasil Pelatihan dan Validasi Tiap Model CNN

Kriteria Model Buatan Sendiri VGG16 ResNet50  EfficientNetB0
Total Parameter 14.838.750 14.857.558 24.133.798 4.214.313
Akurasi 0.9074 0.6046 0.3024 0.1906
Loss 0.3036 1.0671 1.6256 1.7915
Validasi Akursi 0.8676 0.6597 0.2928 0.1667
Validasi Loss 0.4116 0.9887 1.6130 1.7918

Dari table 1 tersebut terlihat bahwa model CNN buatan sendiri memiliki akurasi dan validasi tertinggi dengan
jumlah parameter relatif efisien. Perbandingan jumlah parameter menunjukkan bahwa model kustom menggunakan
sekitar 40% parameter lebih sedikit dibanding ResNet50 namun menghasilkan akurasi tiga kali lebih tinggi.

Gambar 5 memperlihatkan grafik perubahan akurasi dan loss terhadap epoch pada model buatan sendiri. Kurva
akurasi pelatihan dan validasi yang meningkat secara paralel serta kurva loss yang menurun stabil menunjukkan model
mencapai konvergensi yang baik tanpa indikasi overfitting

3.3 Evaluasi Model dan Confusion Matrix

Tabel 2. Confusion Matrix

Kelas Precision Recall Fl1-score
Daun Sehat 1.00 0.90 0.95
Hawar Daun Bakteri 1.00 1.00 1.00
Blas 1.00 0.30 0.46
Bercak Cokelat 1.00 0.70 0.82

Bercak Cokelat Sempit 1.00 1.00 1.00
Pangkal Daun Terbakar 1.00 0.80 0.89

Dari table 2 terlihat bahwa kelas Hawar Daun Bakteri dan Bercak Cokelat Sempit memiliki nilai precision, recall,
dan F1-score sempurna (1.00), menunjukkan model dapat mengenali kedua penyakit tersebut dengan akurasi penuh tanpa
kesalahan prediksi. Sebaliknya, nilai recall terendah diperoleh pada kelas Blas sebesar 0.30 dengan F1-score 0.46, yang
berarti model cenderung sulit mendeteksi seluruh variasi citra penyakit tersebut

Rata-rata keseluruhan (macro average) precision mencapai 1.00, recall 0.78, dan Fl-score 0.85. Hal ini
menunjukkan bahwa meskipun model memiliki kemampuan klasifikasi yang sangat baik pada sebagian besar kelas,
performa masih perlu ditingkatkan untuk kelas dengan variasi tekstur atau warna gejala yang kompleks.

Gambar 6 memperlihatkan confusion matrix hasil klasifikasi pada data uji. Terlihat bahwa sebagian besar citra
berhasil diklasifikasikan dengan benar, dengan kesalahan utama antara kelas Blas dan Bercak Cokelat, karena pola bercak
yang serupa pada daun. Selain itu, beberapa citra Pangkal Daun Terbakar juga terkadang terdeteksi sebagai Bercak
Cokelat akibat kemiripan warna gelap di tepi daun [

Secara umum, model CNN buatan sendiri menunjukkan kemampuan generalisasi yang baik dengan tingkat
kesalahan rendah, khususnya pada penyakit dengan gejala visual jelas seperti bacterial leaf blight dan narrow brown spot.
Hasil ini memperkuat temuan bahwa desain arsitektur CNN yang disesuaikan dengan domain spesifik pertanian dapat
meningkatkan akurasi deteksi penyakit tanaman secara signifikan

3.4 Pembahasan dan Implikasi

Berdasarkan hasil eksperimen, model CNN buatan sendiri terbukti paling efisien dan akurat dalam mendeteksi enam
jenis penyakit daun padi. Keberhasilan model ini terutama dipengaruhi oleh desain arsitektur yang ringan dan spesifik
terhadap domain penelitian, di mana jumlah lapisan konvolusi dan filter disesuaikan dengan kompleksitas pola visual
pada citra daun padi. Pendekatan ini memungkinkan model untuk mengekstraksi fitur penting seperti pola bercak,
perubahan warna, dan tekstur daun dengan efisien tanpa meningkatkan beban komputasi secara berlebihan. Selain itu,
penerapan prapemrosesan dan augmentasi data yang optimal turut memperkaya variasi dataset tanpa mengubah
karakteristik utama gejala penyakit, sehingga meningkatkan kemampuan generalisasi model terhadap citra dengan
pencahayaan dan orientasi berbeda. Pengaturan hyperparameter yang tepat, khususnya learning rate sebesar 0.001 dan
dropout rate sebesar 0.5, juga berkontribusi signifikan dalam mencegah overfitting serta mempercepat proses
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konvergensi model selama pelatihan.

Hasil penelitian ini mendukung temuan dan yang melaporkan bahwa Convolutional Neural Network (CNN)
memiliki kemampuan tinggi dalam mengenali pola citra penyakit tanaman, terutama ketika didukung oleh strategi
augmentasi data yang sistematis. Studi lain juga menunjukkan bahwa kompleksitas model tidak selalu berbanding lurus
dengan akurasi; model ringan dengan jumlah parameter moderat justru dapat memberikan hasil optimal apabila dirancang
sesuai karakteristik data. Hal ini sejalan dengan hasil penelitian ini, di mana model buatan sendiri dengan parameter lebih
sedikit mampu menandingi performa arsitektur kompleks seperti ResNet50.

Dari sisi implikasi praktis, hasil ini menunjukkan bahwa pengembangan sistem deteksi penyakit berbasis CNN
berpotensi diintegrasikan ke dalam aplikasi berbasis mobile untuk mendukung kegiatan pertanian cerdas (smart farming).
Ukuran model yang relatif kecil dan waktu inferensi yang cepat menjadikannya ideal untuk digunakan pada perangkat
dengan sumber daya terbatas, seperti smartphone atau edge computing di lapangan. Dengan demikian, teknologi ini dapat
membantu petani dan penyuluh pertanian dalam melakukan diagnosis dini penyakit tanaman padi secara cepat dan akurat,
sehingga tindakan pengendalian dapat dilakukan lebih efektif.

Meskipun demikian, keterbatasan penelitian ini terletak pada penggunaan dataset daring yang bersifat terkurasi
dan belum mencerminkan kondisi lapangan secara menyeluruh. Oleh sebab itu, penelitian lanjutan disarankan
menggunakan dataset citra lapangan dengan variasi pencahayaan, tekstur, sudut pengambilan gambar, serta latar belakang
alami untuk menguji kemampuan generalisasi model secara lebih luas. Selain itu, penerapan pendekatan attention
mechanism atau integrasi transfer learning berbasis EfficientNet dan MobileNetV3 dapat menjadi arah pengembangan
menarik untuk meningkatkan performa deteksi tanpa mengorbankan efisiensi komputasi

4. KESIMPULAN

Penelitian ini berhasil mengembangkan dan menguji model Convolutional Neural Network (CNN) kustom untuk
mendeteksi enam jenis penyakit daun padi, yaitu daun sehat, hawar daun bakteri, blas, bercak cokelat, bercak cokelat
sempit, dan pangkal daun terbakar. Model CNN yang diusulkan menunjukkan performa terbaik dengan akurasi pelatihan
sebesar 90,74% dan akurasi validasi 86,76%, lebih tinggi dibandingkan model transfer learning VGG16 (84,21%) dan
ResNet50 (85,43%) yang diuji sebagai pembanding. Nilai precision dan recall per kelas menunjukkan bahwa sebagian
besar penyakit berhasil diklasifikasikan secara akurat, terutama pada kelas hawar daun bakteri dan bercak cokelat sempit
yang mencapai nilai sempurna. Hal ini membuktikan bahwa arsitektur CNN ringan yang dirancang khusus untuk
karakteristik citra pertanian mampu memberikan kinerja yang kompetitif dengan efisiensi komputasi yang lebih baik.
Penggunaan teknik augmentasi dan pengaturan hyperparameter yang optimal juga terbukti meningkatkan kemampuan
generalisasi model terhadap variasi data. Secara keseluruhan, penelitian ini berkontribusi dalam pengembangan sistem
deteksi penyakit tanaman berbasis kecerdasan buatan yang cepat, akurat, dan hemat sumber daya. Keterbatasan penelitian
terletak pada penggunaan dataset daring yang masih terkurasi, sehingga belum sepenuhnya merepresentasikan kondisi
citra lapangan. Untuk penelitian selanjutnya, disarankan agar model dilatih kembali menggunakan dataset lapangan yang
lebih luas serta dikombinasikan dengan pendekatan atfention-based CNN atau MobileNetV3 guna meningkatkan akurasi
dan efisiensi pada implementasi di perangkat bergerak.
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