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requirements tests (i.e., normality and homogeneity tests),

parametric significant difference tests (i.e., One Sample t-
test, Paired sample t-test, and Independent Sample t-test),
and non-parametric (i.e., Wilcoxon test and Mann-Whitney
test). We also added and demonstrated the steps for
calculating data in the field of education with the variables
analyzed being differences in student learning outcomes. We
used the data when delivering the steam engine concept to
students, showing how statistical calculation can understand
students' comprehension. Bibliometric analysis regarding
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in carrying out statistical tests using SPSS software.
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1. INTRODUCTION

Statistics is a branch of science that is the backbone of data processing and analysis. In the
modern information age, where data has become more abundant and diverse, statistics plays
an increasingly important role in uncovering patterns, trends, and meanings from that data
(Wan, 2021). One type of statistic that is frequently and widely used is the difference test
statistic (Morris et al., 2019; Afifah et al., 2022). Using different test statistics allows
researchers to explore and understand significant differences between different data groups,
variables, or populations (Savalei & Rhemtulla, 2013). In the worlds of science, health, and
business, an accurate understanding of these differences is the foundation for informed
decision-making, the development of new theories, and the improvement of existing
practices and processes (Cvitanovic et al., 2015). Different test statistics have wide
applications in various scientific disciplines, from social sciences, and economics, to health
sciences and natural sciences (Mishra et al., 2019). Research and statistical analysis of
difference tests can provide valuable insight into the phenomena we observe, such as the
effect of medical intervention on a group of patients, a comparison of educational outcomes
between two schools, or the impact of a marketing strategy on product sales (Vinje et al.,,
2021).

Difference test statistics are not just about numbers and formulas. It also involves
interpreting data, understanding context, and being able to identify the essence of statistical
findings (Arican & Kuzu, 2020). That is why the use of different test statistics has become a
hot topic in research (see Figure 1), confirmed by the bibliometric analysis from the Scopus
database, reaching 50,675 documents between 1894 and 2023, taken on 27 October 2023
(using keywords “different test statistics”. Detailed information for further bibliometric
analysis is reported in previous studies (Al Husaeni & Nandiyanto, 2022).

To test the data, it is important to use appropriate analytical instruments. The use and
standards of research results will be more negatively impacted by errors in selecting analytical
instruments, which can have a negative impact on drawing conclusions. Data analysis errors
can be avoided with the help of statistical software (Hayat, 2022).
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Figure 1. The bibliometric analysis from the Scopus database, taken on 27 October 2023.
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IBM SPSS (Statistical Package for the Social Sciences) is statistical software used for
statistical data analysis. Some of the main uses of SPSS software are statistical analysis, data
manipulation, data visualization, big data processing, prediction and processing models,
decisions and action taking, as well as research and publication (Nwogwugwu & Ovat, 2021).
Apart from that, it is necessary to pay attention when carrying out statistical analysis, first
carrying out the required tests, namely the normality test (to determine whether the
population variance is the same or not) and the homogeneity test (to determine whether the
distribution of research data is normal or not). The test results of the requirements are used
to determine further analysis, namely parametric and non-parametric tests (Orcan, 2020).
The difference between the two tests is based on the assumption that the data is normally
distributed or not. When choosing between parametric and nonparametric tests, it is
important to understand the data characteristics and the research question (Delacre et al.,
2019).

Several previous studies have illustrated the statistical effectiveness of difference tests in
revealing significant differences in various contexts. For example, in the field of education,
research conducted by Nandiyanto et al. (2022); Nandiyanto et al. (2020); Ragadhita et al.
(2023); Afifah et al. (2022) used different test statistics to compare student learning
achievements between two different learning methods. In the health sector, research
conducted by Sun et al. (2021) used different test statistics to evaluate the effects of various
treatments on patients with certain medical conditions. Additionally, in the context of the
business run by Soni (2022), different test statistics are used to compare the performance of
different products or marketing strategies in measuring their impact on sales. These studies
demonstrate the extent to which difference test statistics can provide valuable insights to
support informed decision-making.

Even though there have been many studies discussing the use and application of different
test statistics, there is still no research discussing step-by-step statistical tests using SPSS.
Apart from that, there are still students and researchers who are not yet experts in calculating
data using SPSS, especially significance difference tests. Therefore, this article was created
with the aim of providing a step-by-step guide in calculating data using SPSS software to test
statistical requirements and test for significant differences. Apart from that, this article
discussed basic statistical concepts regarding test requirements (i.e. Normality and
Homogeneity tests) as well as parametric significant difference tests (i.e. One Sample t-test,
Paired Samples t-test, and Independent Samples t-test) and non-parametric (i.e. Mann-
Whitney test and Wilcoxon test). In this article, real cases were also presented in the use of
different test statistics in the educational sector using the SPSS application. Differences in
learning outcomes are caused by the use of experimental demonstration methods in teaching
steam engines as a teaching aid, which were used to help students understand heat and
renewable energy. This article can provide a strong basic understanding of statistics and can
be a useful reference source for anyone interested in understanding more about the role of
statistics, especially difference tests in processing, analyzing, and interpreting data in various
contexts.

2. THEORETICAL FRAMEWORK
2.1. Steam engine

A steam engine is an external combustion engine that uses air or gas as its working fluid
and works based on thermodynamic circulation principles. Steam engines are commonly used
as pump engines, power-generating engines, and solar-powered engines. Steam engines
utilize temperature differences, pressure changes, and changes in the volume of working fluid
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in a closed system. This engine could be an alternative driving engine that can use renewable
energy sources as an answer to the fuel oil crisis that is currently hitting the world (Herrero
etal., 2023).

In theory, the combustion of a steam engine occurs outside, producing heat from the fuel
which is not directly converted into motion, but first through a conducting medium and then
converted into mechanical energy. Mechanical energy can be converted into electrical energy
if it is connected to an electric generator dynamo. This machine was created because it can
convert solar thermal energy, which is abundant in nature, into rotary motion energy to drive
a generator and convert it into electrical energy (Malele & Ramaboka, 2020).

Steam engine design is carried out by first determining the output power to be produced,
expansion temperature, and compression temperature. From these values, the method
continues with calculations to determine the dimensions and materials used in the
components. The basic principle of this machine is to get pressure by expanding gas when it
is cooled. In a Stirling engine, varying pressure is generated by the shifting piston which
alternately works between the cold parts of the cylinder (Brit & Cowling, 2017).

3. METHOD
3.1. Design Procedure

The data collected consists of literature and field studies. Data obtained from the literature
review is used as an example, to demonstrate step-by-step carrying out test requirements
(Normality and Homogeneity test), significance difference tests parametric (i.e. One Sample
t-test, Paired Samples t-test, and Independent Samples t-test) and non-parametric statistics
(i.,e. Mann-Whitney test and Wilcoxon test). The flow diagram for calculating significant
different test data is shown in Figure 2. Figure 3 presents the different uses of statistically
significant differences based on the data obtained

Data

carried out with

Requirements test
consists of
Normality test Homogeneity test
T-test was carried
out with assumptions
Data is normally Data is not normally
distributed distributed
Parametric t-test Nonparametric t-test
consists of consists of

(1) One sample t-test
(2) Paired sample t-test
(3) Independent t-test

(1) Wilcoxon test
(2) Mann-Whitney test
Figure 2. Statistical flow chart of significant difference test.

DOI: https://doi.org/10.17509/ijost.v911.64035
p- ISSN 2528-1410 e- ISSN 2527-8045



49 | Indonesian Journal of Science & Technology, Volume g Issue 1, April 2024 Hal 45-108

Cne Sample t-fast

Purpose: lo compars the
average of one group of data
with a known or expected
theorstical value

Data Analyzed: One group
of data with one vanable.
The data is interval data.
Assumption; Assumes the
data is narmally distributed or

Data is normally
distributed

Parametric -test
consists of

Paired sample t-test

Purpose: to compare the
average between two groups
of dala that are independent
of gach other.

Data Analyzed: Two groups
of data that are unrelated to
each other The data is
Interval data for both groups
Assumption. Assumes the

Tetest

carried out with assumptions

Independent sample t-test

Purpose: fo compare two
paired measurements on the
same data group.

Analyzed Data: One group
of the same data, with two
variables related to each
other, The data is interval
data for both group

Assumption. Assumes the

Data is not normally
distributed

Nanparametric t-test

Mann-Whitney test

Purpose: to  determine
whether there 5 &
significant difference
betwsen fwo independent
groups of data in terms of
median

Data Analyzed: The data in
both groups is ordinal data
Assumption: Dala is not

consists of

Wilcoxon test

Purpose: 1o determine
whether there is a significant
difference between two paired
measurements in ane group of
data

Data Analyzed: The dala on
these two measurements is
ordinal data.

Assumptions:  Data s

assumed not to be normally
distributed.

data Is normally distributed or
close to a normal distribution

close to & normal distribution, data is normally distributed or

closs 1o a normal distribution. ek R TR

Figure 3. The different uses of statistically significant differences based on the data
obtained.

Meanwhile, data in the field was obtained directly. The subjects used were Junior Islamic
School class IX students, around Kebumen, Central Java. A total of 60 students were divided
into two classes, namely the control class and the conventional class. The design used is a
pretest-posttest control group design. The two classes are given different treatment. In the
control class, this is done by giving an initial test (pretest) before being given treatment, after
being given treatment (i.e. learning video), and a final test (posttest). Whereas, the
experimental class was carried out by giving an initial test (pretest) before being given
treatment, after being given treatment only in the form of material, and a final test (posttest).
Learning outcomes in the form of pretest and posttest are used to analyze differences in
students' understanding of the concept of the steam engine as a power plant using
conventional methods and experimental demonstration videos.

3.2. Calculation Steps Using SPSS

Furthermore, the data collected is then calculated using SPSS version 26. The selection of
data processing features using SPSS is adjusted to the processing objectives and what data
you want to conclude. In this article, significant difference tests are calculated using SPSS
which consists of test requirements (i.e. Normality test and Homogeneity test), parametric
difference test (One Sample t-test, Paired Sample t-test, and Independent Sample t-test), and
non-parametric test (i.e. Wilcoxon test and Mann-Whitney test).

The description of the basic steps in calculating and processing data using SPSS version 26
software is as follows:

1) Open the SPSS application. Click Windows then search "IBM SPSS Statistics". After that,
click “Open IBM SPSS Statistics” (See Figure 4).

2) Furthermore, on the home page, click New Dataset to open a new worksheet (See Figure
5).

3) After clicking "New File", there are two worksheets, namely input data and output data
(see Figures 6 and 7). In data input, there are two worksheets, namely "Data View" and
"Variable View". Data View is used to display SPSS worksheets to display the contents of
the input data. Meanwhile, "Variable View" is used to edit and view data variables on the
worksheet.
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Figure 5. The initial appearance of SPSS.
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Figure 6. Data input display in SPSS.
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Figure 7. Data output display in SPSS.

4) After the SPSS software has been successfully opened. First, create a variable. On the data
input worksheet, click Variable View in the lower left corner column, and then the Variable
View worksheet will appear as shown in Figure 8. When entering variables, there are
several aspects you must pay attention to, namely as follows:

(i) The variable name entered must begin with a letter and not be capitalized

(ii) The data type selected must be adjusted to the type of data being analyzed, for
example selecting (character) then selecting "String" in the type column. Apart from
that, the data type when entering variable data must be adjusted to the data type, be
it numeric, ordinal, or the scale contained in the “Measure” column.

(iii) The number of decimals used must be adjusted to the data entered.

For example, the value of class IX students' understanding ability in the science of energy

and heat material is presented in Figure 9.

& Untitled2 [DataSet1] - IBM SPSS Statistics Data Editor
Eile Edit View Data Transform  Analyze Graphs  Ulilities Extensions  Window  Help
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Figure 8. Variable view worksheet displays in SPSS.
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Figure 9. Display of variable view data input results with SPSS.

5) The next step is to input data. Click “Data View” in the bottom left corner. To enter data,
it must be adjusted to the available variable columns (See Figure 10).
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Figure 10. Display of data input results with SPSS.

6) After entering all the data into the variable column, then, we use data processing features
in SPSS such as the normality test, homogeneity test, parametric t-test, and non-
parametric t-test.

4. RESULTS AND DISCUSSION
4.1. Example of processing data with requirements testing

Before data calculation and analysis were carried out, a requirements test was first carried
out. Prerequisite testing is a basic concept for determining which test statistics are required,
and whether the test uses parametric or non-parametric statistics. The prerequisite tests
consist of a normality test and a homogeneity test. Below is a detailed explanation of the
normality test and homogeneity test:
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4.1.1 Normality test

The normality test is a test carried out to check whether our research data comes from a
population with a normal distribution. This test needs to be carried out because all parametric
statistical calculations assume the normality of distribution. Normal data has the
characteristic that the mean, median, and mode have the same value (Mishra et al., 2019).

In testing the normality test, data is said to be normally distributed if the significance value
is more than 0.05 (sig. > 0.05). The basis for decision-making in the Kolmogorov-Smirnov
Normality test is (Knief & Forstmeier, 2021),

(i) If the significance value (Sig.) is greater than 0.05, then the research data is normally
distributed.

(ii) On the other hand, if the significance value (Sig.) is smaller than 0.05, then the research
data is not normally distributed.

In this article, the normality tests that will be discussed are Kolmogorov-Smirnov and
Shapiro-Wilk.

4.1.1.1. Kolmogorov-Smirnov

The Kolmogorov-Smirnov Normality test is a test carried out to determine the distribution
of random and specific data in a population. Based on tests carried out by the National
Institute of Standards and Technology (), the Kolmogorov-Smirnov test is suitable for data
sizes of 20 - 1000. However, in research in general, the Kolmogorov-Smirnov test is still used
for data samples with a size of more than 1000 samples (20 < N < 1000). Therefore, it is
recommended to use the Kolmogorov-Smirnov test for data above 50 samples (Usman, 2016).

For example, citing the data provided from research conducted by Zakaria et al. (2020), we
have 60 respondents' data consisting of data on Motivation (X) and Mathematics Learning
Achievement (Y) as shown in Table 1. In this context, we carry out a normality test
Kolmogorov-Smirnov on the Unstandardized Residual (RES_1) value for the regression
equation for the influence of learning motivation on learning achievement. We carried out
the Kolmogorov-Smirnov normality test with the help of the SPSS version 26 statistical
application.

Table 1. Example of Kolmogorov-Smirnov test research data (results are not normal).

Respondent Motivation (X) Achievement (Y)
1 75 80
2 60 75
3 65 75
4 75 90
5 65 85
6 80 85
7 75 95
8 80 95
9 65 80
10 80 90
11 60 75
12 75 95
13 80 95
14 65 80
15 80 90
16 60 75
17 67 75
18 75 80
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Table 1. (Continue) Example of Kolmogorov-Smirnov test research data (results are not

normal).

Respondent Motivation (X) Achievement (Y)
19 60 75
20 65 75
21 75 90
22 65 85
23 80 85
24 75 95
25 80 95
26 65 80
27 80 90
28 60 75
29 67 75
30 75 80
31 60 75
32 65 75
33 75 90
34 65 85
35 80 85
36 75 95
37 80 95
38 65 80
39 80 90
40 60 75
41 67 75
42 75 95
43 80 95
44 65 80
45 80 90
46 60 75
47 67 75
48 75 80
49 60 75
50 65 75
51 75 90
52 65 85
53 80 85
54 75 95
55 80 95
56 65 80
57 80 90
58 60 75
59 67 75
60 75 80

The steps for carrying out the Kolmogorov-Smirnov normality test (using data in Table 1
with results that are not Normal) with SPSS are as follows:
1) Prepare the data to be tested.
2) Open the SPSS application as shown in Figure 11.
3) Then, click Display Variables in the bottom left corner. Next, in the "Name" column, write
Motivation in row 1 and Achievement in row 2. In the “Decimals” column change it from
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4)

5)

6)

2 to 0 for Learning Motivation and Learning Achievement. After that, change the
"Measure" column for the motivation and achievement variables from unknown to scale
(See Figure 12).

After that, click the "Data View" menu in the lower left corner. After that, enter the data
on the motivation and learning achievements of the respondents that have been
prepared previously (as can be seen in Figure 13).

The next step is to calculate or generate the unstandardized residual value (RES_1) to test
its normality. RES_1 is the difference between the observed value and the predicted
value, and absolute is an absolute value. The way to display the RES_1 value is by clicking
the "Analyze" menu on the SPSS toolbar, then clicking "Regression" on the dropdown
button then selecting Linear (see Figure 14).

Thereafter, the Linear Regression windows page will appear as shown in Figure 15. In the
Linear Regression dialog box, enter the Learning Achievement (Y) variable in the
Dependent box and the Learning Motivation (X) variable in the Independent box. Move
it using the arrow buttons provided in the dialog box. Once finished, click "Save".

Wz
o]

P ——

Figure 11. SPSS home page.

L4Td

Data Visw  variable View

Figure 12. Display the “Variable View” worksheet settings in Kolmogorov-Smirnov Test with

SPSS.
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Figure 13. Display the “Data View” worksheet settings in a Kolmogorov-Smirnov Test with
SPSS.
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Figure 14. The settings display the unstandardized residual (RES_1) value for the
Kolmogorov-Smirnov Test with SPSS.
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Figure 15. Linear regression settings for the Kolmogorov-Smirnov Test with SPSS.

7) After clicking "Save" in the Linear Regression dialog box, a new dialog box will appear
with the title "Linear Regression: Save" as shown in Figure 16. In the "Linear Regression:
Save" dialog box, the "Residuals" section check or select the option Unstandardised, then
click the “Continue” button.

m Linear Regression: Save X |
rPredicted Valuess——————— - Residuals

[7] Unstandardized 3 |

[7] Standardized [7] standardized

[] Adiusted [T Studentized

[7] S.E. of mean predictions ] Deleted i

[7] studentized deleted |

r Distances rInfluence Statistics I

[7] Mahalanabis [] DfBeta(s) i

7] Cook's [] standardized DiBeta(s) !
‘ [] Leverage values ] DfFit |
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[T Mean [] Individual [Tl Covariance ratio

Confidence Interval; 95 | %

r Coefficient statistics

[7] Create coefficient statistics
@ Create ane

r Export model information to XML file

| | (Browse. | |
[ Include the covariance matrix
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Figure 16. Settings in the linear regression dialog box: Save Kolmogorov-Smirnov Test
with SPSS.
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8) After that, you will be directed back to the "Linear Regression" dialog box, then click the
"OK" button (see Figure 17).

& Linear Regression X
Dependent:
f maotivation b |$ achievement
Block 1 of 1
Mext
Independent(s):

& motivation

Wethod:

Selection Variable:

| |

Case Labels:

| |

WLS Weight:

[ QK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 17. Click “OK” on the Linear Regression Dialog Box.

9) After you click "OK" in the linear regression dialog box, a new variable will appear on the
data view page with the name RES_1, as shown in Figure 18.

File Edit View Data Iransform Analyze Graphs Ulilties Exensions Window Help

SHa @l e BLA0 8 B
[1:Res 1 | -as1788128008 108
| & motivation & achievement @RE@_W var var var var || var var var var var var var var
I a 75 80 -6 8176612800610
7 50 7 01599
2 66 7 392862
4 75 %0 318234
5 65 85 6.07138
6 80 85 576218
7l 75 9% 8.18234
8 80 9% 423782
] 65 80 107138
10 80 90 - T6218
1 60 7 01591
12 67 7 5.50643
11 75 80 681766
14 60 7 01591
15| 65 75 -3.92862
16 75 %0 318234
17 85 8 6.07138
18 80 85 576218
19 | 75 95 8.18234
2 80 9% 423782
2 65 80 107138
2 80 % - T6218
3 | 60 75 01591
2 67 7 5 50643
[ = 75 80 -6.81766
% 60 7 01591
| 85 75 -3.92862
2 75 90 3.18234
2 66 85 6.07138
30 80 8 576218
E| 78 95 8.18234
32 80 9 423782
1 65 80 107138
3 80 920 - 76218
B | 60 75 01591
3% 67 75 550643
37 ‘ 75 80 681766
1l

| Data View Variable View

Figure 18. Worksheet display "Data View": Occurrence of variable RES_1.
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10) If you open the output window in SPSS, the regression results will be displayed as shown
in Figure 19. At this stage, the Kolmogorov-Smirnov test has not been completed.

Eile Edit View Data Transform Insert Format  Analyze Graphs Utilities Extensions Window Help
e iy T ™ T — - g = 1 i =
HE2 Q I = = K S N | @ |
= {E] output =
L1 Log * Regression
El- [E] Reagression
e Variables EnterediRemoved®
[ Notes
L[ Active Dataset Variables Variables
EQ Variables Entered) Model Entered Removed Method
',B WModel Summary 1 motivation® Enter
LB ANOVA
[@ Coeflicients a. DependentVariable: achievement
Lf Residuals Statisti b. All requested variables enterad
--[[8 Log
e [E] Regression
-] Title Model Summary”
-[EY Notes
- Variables Entered Adjusted R Std, Error of
[ Model Summary Mode! R R Square Square the Estimate
L ANOVA 1 7827 611 605 4726
L5 Coefficients T e =
@Residuals Statisti a. Predictors: (Constant), motivation
8 Log b. DependentVariable: achievemant
B & Regression
+{] Title
[ Notes ANOVA?
L& Variaoles Entered
- Model Summary Sdrm af - .
[B ANOVA Mode! Squares df Mean Square F Sig.
@ Coefficients 1 Regression 2038.003 1 2038.003 891.254 oon®
L@ Residuals Statisti Residual 1295330 58 22333
Total 3333.333 549
a. Dependent Variable: achisvernant
h. Predictors: (Constant), motivation
T—— TF]

Figure 19. Regression calculation results in SPSS windows output.

11) The next step is the Kolmogorov-Smirnov normality test. The way to test normality using
this method in SPSS is to select the "Analyze" menu on the top toolbar, then select
"Nonparametric Tests" and click "Legacy Dialogs". Then select “1-Sample K-S” in the Legacy

Dialogs submenu (see Figure 20).

File  Edt View Data Transform Analyze Graphs  Utilies Egensions  Window  Help

T=— T T . . Repots » = j & (2
S 1= Descriptive Statistics y R Od e
[1-RES1 -6.8176612800610  Bayesian Staistics §
| & motiation | & ac] Tables » var ar var var ar
i} Compare Heans »
2 & General Linear Wodel ’
3 65 Generalized Linear Models »
A s Higed Models b
5 ] Correlate »
7 B Regression b
Lt L Loglinear »
8 80
Neural Networks b
2 £ Classiy »
10 80
7 & Dimension Reduction >
oy & Scale »
I 75 INonparametric Tests * [ A one sampie
1 60 Rorecasaig " | A ngependent Samples...
15 65 St : & Related Samples
Multiple Response
1: ;: [ Missing value Analysis E e ! | Ecnisquare,
[ Binomial.
18 80 Multiple Imputation »
19 75 Complex Samples b I Runs
2 80 ) simulation I 1-sample ks
21 65 Quality Control » 2Independent Samples...
2 80 Spatial and Temporal Modeling.. » [l K independent Samples
= L Direct Marketing » [ 2 Related Samples.
2 57 il K Related Samples.
2 75 80 £.81766
2 60 75 01591
a1 65 75 -3.92862
28 75 % 318234
29 65 85 6.07138
30 80 85 £.76218
31 75 95 8.18234
32 80 9% 423782
3 65 80 107138
3 80 %0 - 76218
35 60 75 01591
36 67 75 550643
37 75 80 681766

JEi

Data View, Variable View

Figure 20. Menu selection method for the Kolmogorov-Smirnov Test in SPSS.
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12) After that, the "One-Sample Kolmogorov-Smirnov Test" dialog box will appear on the
monitor screen (see Figure 21). Next, you enter the variable "Unstandardized Residuals"
into the “Test Variable List” box. In the "Test Distribution" section, activate or check the
"Normal" option, then click "OK" (see Figure 22).

"QJ One-Sample Kolmogorov-Smirnov Test

>

TestVariable List:

Exact..
& motivation

f achievement
& Unstandardized Re...

Test Distribution
[ Normal [ Unifarm

[] Poisson [] Exponential

C] [Eeset ][Cancel][ Help ]

Figure 21. Kolmogorov-Smirnov Test one sample box dialogue.

"QJ One-Sample Kolmogorov-Smirnov Test X
Test Variable List: Exact.
@‘5’ motivation g& Unstandardized Re. ..

‘g& achievement

Test Distribution
[ Mormal [] Uniform

[7] Poisson [ Exponential

(L) (Eas) (Reset) (cona) (o

Figure 22. Settings in the One-Sample Kolmogorov-Smirnov Test dialog box.

13) After the calculation is complete, the SPSS window output appears. Figure 23 shows the
output results of the Kolmogorov-Smirnov Test with SPSS.
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File Edit View Data Transform Inseit Format Analyze Graphs  Utilities Exensions Window  Help

SHER AM e FLE 2 Ble
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&- & Regression Residual BE1E 8182 000 4686 60
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- Model Summai
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~Blo N 50
& {E] Regression .
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@ Notes Std, Deviation 468558851
"a Variables Ente Most Extrame Differences  Absoluts 132
~{g Model Summai Aasi s
() ANOVA ositive
L Coefiicients Negative -102
& L Residuals Stat Test Statistic 132
Log e
A 3. Sig. (2-tailed, o1
&- & NPar Tests Sy S0 GHallecl
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i 181 SPSS Statistics Processor is ready [Unicode:on |

"

Figure 23. Windows output Kolmogorov-Smirnov Test results with SPSS

Figure 24 shows the results of the Kolmogorov-Smirnov Test calculation using SPSS. Based
on these results, it is known that the significance value of Asymp. signature. (2-tailed) of 0.011
> 0.000.

* NPar Tests

One-Sample Kolmogorov-Smirnov Test

Unstandardiz

ed Residual

M 60
Normal Parameters™® Mean .0000000
Std. Deviation 4. GBAEB951

Most Extreme Differences  Ahsolute 132
Positive 132

Megative -102

Test Statistic 132
Asymp. Sig. (2-tailed) o1t

a. Testdistribution is Narmal.
b. Calculated from data.

c. Lilliefors Significance Correction.

Figure 24. Kolmogorov-Smirnov Test calculation results: Example of abnormal data
with SPSS

Based on the SPSS output table, it is known that the Asymp.Sig (2-tailed) significance value
is 0.011 < 0.050. This follows the basic decision-making of the Kolmogorov-Smirnov normality
test in Figure 24, the data is not normally distributed. Thus, the assumptions or requirements
for normality in the regression model are not met. Examples of data with normal Kolmogorov-
Smirnov test results are shown in Table 2.

DOI: https://doi.org/10.17509/ijost.v9i1.64035
p- ISSN 2528-1410 e- ISSN 2527-8045



Fiandini et al., How to Calculate Statistics for Significant Difference Test Using SPSS ... | 62

Table 2. Example of Kolmogorov-Smirnov test research data (results are normal).

Respondent Motivation (X) Achievement (Y) RES_1
1 75 80 -6.81766
2 60 75 .01591
3 65 75 -3.92862
4 75 90 3.18234
5 65 85 6.07138
6 80 85 -5.76218
7 75 95 8.18234
8 80 95 4.23782
9 65 80 1.07138
10 80 90 -.76218
11 60 75 .01591
12 75 95 -5.50643
13 80 95 -6.81766
14 65 80 .01591
15 80 90 -3.92862
16 60 75 3.18234
17 67 75 6.07138
18 75 80 -5.76218
19 60 75 8.18234
20 65 75 4.23782

Figure 25 shows the results of data calculations in Table 2 using the Kolmogorov-Smirnov
test. Based on the SPSS output table, it is known that the Asymp.Sig (2-tailed) significance
value of 0.200 is greater than 0.050. thus, following the basis for decision-making in the
Kolmogorov-Smirnov normality test, it can be concluded that the data is normally distributed.
Thus, the normality assumptions or requirements in the regression model have been met.

One-Sample Kolmogorov-Smirnov Test

Lnstandardiz

ad Residual
N 20
Normal Parameters™® Mean 2580660
Std. Deviation  5.05100308
Most Extreme Differences  Absolute 146
Fositive 146
Megative =114
Test Statistic 146
Asymp. Sig. (2-ailed) 200%4

a. Test distribution is Marmal.
h. Calculated from data.
¢. Lilliefors Significance Correction.

d. This is a lower hound ofthe true significance.

Figure 25. Kolmogorov-Smirnov Test calculation results: Example of normal data with SPSS
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4.1.1.2. Shapiro-Wilk

The Shapiro-Wilk Normality Test is carried out to determine whether the distribution is
normally distributed. The Shapiro-Wilk test is used for limited data sizes, namely samples of
less than 50 to produce precise and accurate decisions (Killic, 2016).

To provide an understanding of the Shapiro-Wilk normality test, an example is presented
by citing data from research conducted by Hairida (2016), we have 30 respondents' data
consisting of pretest and posttest data which is shown in Table 3. In this context, we carry out
the Shapiro normality test -Wilk to determine the differences in the influence of class VI
junior high school student's knowledge of electricity. Here, we carry out the Shapiro-Wilk
normality test with the help of the SPSS version 26 statistical application.

Table 3. Example of Shapiro-Wilk Test research data (results are normal).

No Pretest Posttest
1 56 87
2 72 92
3 67 87
4 58 82
5 70 89
6 68 86
7 76 90
8 70 86
9 69 80
10 58 85
11 65 90
12 70 83
13 75 80
14 67 87
15 72 82
16 74 80
17 76 83
18 68 82
19 62 89
20 70 85
21 61 92
22 77 85
23 56 87
24 72 92
25 67 87
26 58 82
27 70 89
28 68 86
29 76 90
30 70 86

The following are the steps for carrying out the Shapiro-Wilk normality test with SPSS
software as follows:
1) Prepare the data to be tested.
2) Open the SPSS application and prepare a new SPSS program worksheet shown in Figure
26.
3) Next, click on the bottom left corner of "Variable View". Then, in the "Name" column,
enter the pretest and posttest variables in rows 1 and 2, respectively. In the “Decimals”
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column, change it from 2 to 0. After that, in the column, the "Measure" pretest and
posttest variables were changed from unknown to scale (See Figure 27).

83 netied [DaeySett] - 188 SPSS Statieics Data Edene —
Fle Edt Sew Dats Jmnsom gnaime Graohs (Wi Efensions \inoow bk

jua@h“‘d BLaF 4 B4 J9d

il 0 010 Vanatles

1614 5755 Sfishcs Processor s ready Unicade T

Figure 25. SPSS worksheet home page.
@ *Untitled2 [DataSet1] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analyze Graphs Utilities Extensions Window Help

F BT

I Name H Type H Width | Decimals H Label !| Values !| Missing !| Columns | Align | Measure | Rale
pretest Mumeric 8 0 Pretest Leaming outcomes  None None 8 Right Unknown “ Input
posttest Mumeric 8 0 Posttest Learning outcomes None None 8 = Right Unknown “ Input

18

E1

,nmm‘lvmam vsewj

Figure 27. Display the “Variable View” worksheet settings in Shapiro-Wilk Test with SPSS.

4) After that, click "Data View" in the lower left corner and enter the pretest and posttest
data as shown in Figure 28.
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Figure 28. Display the “Variable View” worksheet settings in Shapiro-Wilk Test with SPSS.

5) The next step is to calculate the normality test using Shapiro-Wilk test. Starting by clicking
on the SPSS main menu, selecting the "Analyze” then, selecting the “Descriptive statistics”
submenu then clicking "Explore" (See Figure 29).

R Shopie 4k Moty Ts s D1 - B 595 St Dot don - 8 x
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Figure 29. Settings for calculating the Shapiro-Wilk normality test with SPSS.

6) After that, the Shapiro-Wilk normality test worksheet page will appear as in Figure 30. In
the "Explore" normality test dialog, move the pretest and posttest variables to the

DOI: https://doi.org/10.17509/ijost.v9i1.64035
p- ISSN 2528-1410 e- ISSN 2527-8045



Fiandini et al., How to Calculate Statistics for Significant Difference Test Using SPSS ... | 66

"Dependent List" contact using the button provided. After that, the Shapiro-Wilk
normality test worksheet page will appear as in Figure 30.

t& Explore *
Dependent List; m
& Pretest
& Posttest
Factor List:
Bootstrap...
-
Label Cases by:
|
Display
@ Both © Statistics © Plots
[ Ok ][ Paste ][ Reset ][Cancel][ Help ]

Figure 30. Explore settings on the Shapiro-Wilk normality test with SPSS.

7) Next, you click "Plots" and then a dialogue “Explore: Plots” box appears. Then, check
"Normality plots with test", then click "Continue" (See Figure 31).

Boxplots Descriptive

@ Factor levels together [ stem-and-leaf
(©) Dependents together [] Histogram

©) None

[« Normality plots with tests

Spreadvs Level with Levene Test

[antinue][ ancel ][ Help ]

Figure 31. Explore Plot settings in the Shapiro-Wilk normality test with SPSS.

8) Afterthat, you will be directed back to the "Explore" dialog box then click the "OK" button
(See Figure 32).
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't,-'l Explore b4
Dependent List: M
y Jo
¢ Posttest
Eactor List:
Bootstrap...
Y
Label Cases by:
Display
@ Both © Statistics @ Plots
[ OK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 32. Explore plot settings: Click “OK” on the Shapiro-Wilk normality test with SPSS.

9) After that, you can open the SPSS output window. Figure 33 shows the output results from
the Shapiro-Wilk Test with SPSS.

Tests of Normality

Kaolmogaorov-Smirnoy® Shapiro-Willk
Statistic df Sig. Statistic df Sig.
Pretest A74 ki 022 919 an 026
Posttest 00 ki 200 949 an 60

* This is a lower hound of the true significance.

a. Lilliefors Significance Correction

Figure 33. Shapiro-Wilk Test Results Output Page with SPSS.

Figure 33 shows the results of the Shapiro-Wilk test calculations with SPSS. Based on
these results, it is known that the significance value (Sig.) of the Shapiro-Wilk test for the
pretest and posttest values is 0.026 and 0.160, respectively. From the output results with a
pretest significance value of 0.026 > 0.050 and a posttest of 0.160 > 0.050, it can be concluded
that the data is normally distributed.

4.1.2. Homogeneity Test

The homogeneity test is a statistical test procedure that aims to show that two or more
groups of data samples taken from a population have the same variance. A brief definition of
the homogeneity test is testing whether the variances of two or more distributions are the
same (Dogan et al., 2020).

As with the normality test, the homogeneity test is used as a reference material for
determining decisions on subsequent statistical tests. The basis or guidelines for decision-
making in the homogeneity test are as follows (Agus et al., 2021):

(i) If the significance value or Sig. < 0.05, then it is said that the variance of two or more
population data groups is not the same or not homogeneous.

(ii) If the significance value or Sig. > 0.05, then it is said that the variance of two or more
population data groups is the same or homogeneous.
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In this article, the homogeneity tests discussed are ANOVA and Levene Test. Below is a
description of the steps for the ANOVA and Levene homogeneity tests.

4.1.2.1. ANOVA

Analysis of Variance (ANOVA) is a statistical analysis that determines the mean differences
between groups. The group in question can mean a group or type of treatment. ANOVA itself
is a statistical test procedure that is similar to the t-test, but ANOVA can test differences in
more than two groups. This is different from the independent sample t-test which can only
test the difference in the means of two groups (Ustaoglu et al., 2020).

ANOVA is used as an analytical tool to test research hypotheses to assess whether there
are differences in means between groups. The final result of the ANOVA analysis is the F test
value or calculated F. The basis for decision-making for the ANOVA homogeneity test carried
out by comparing the F table and calculated F is as follows:

(i) If the calculated F value > F table, then H1 is accepted or HO is rejected, which means
there is a difference in the averages for all groups.

(ii) Onthe other hand, if F count < F table then H1 is rejected or HO is accepted, which means
there is no difference in averages in all groups.

The data presented in this article is quoted from research conducted by Paul & Jefferson
(2019). We present a homogeneity test on the learning outcomes of class A and B students
(See Table 4). In this context, we test homogeneity using ANOVA.

Table 4. Example of ANOVA homogeneity test research data (not homogeneous results).

Science learning outcomes

No Class A Class B
1 65 40
2 70 50
3 75 65
4 70 70
5 70 75
6 69 78
7 60 74
8 70 78
9 70 72
10 75 82
11 80 80
12 72 84
13 70 85
14 76 78
15 68 72
16 70 82
17 70 80
18 61 84
19 77 85
20 70 85
21 60 78
22 70 80
23 80 85
24 70 80
25 70 85
26 68 80
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Table 4. (Continue) Example of ANOVA homogeneity test research data (not homogeneous

results).
No Science learning outcomes
Class A Class A
27 75 75
28 76 76
29 65 78
30 60 78

Below we explain the steps for the ANOVA homogeneity test using the SPSS application:
1) Open the SPSS application, then click in the lower left corner "View Variables". After

2)

3)

clicking, the next step is to fill in the properties of the research variable as seen in Figure
34. To create a variable, write Class A and Class B in rows 1 and 2. In the “Decimal” column,
change it from 2 to 0. After that, the “Measure” columns for Class variables A and Class B
change from unknown to scale.

File Edit View Data Transform  Analyze  Graphs  Utilities  Extensions  Window  Help

FH& e B0 8 BE o9

__ Name Type Width Decimals Label Values Missing Columns Align Measure Role
1 _ Numeric g 0 None None 8 = Right Unknown N Input
2 | Learning_sc... Numeric g 0 None None il = Right Unknown e Input

16

20

3 [ f arfl pa
V||| S RS

[4]

”Daia\fl_ew‘.\f'ariame\riew.
Figure 34. Display the “Data View” worksheet settings in ANOVA Test with SPSS.

To fill in the variables in the "Values" section, click the "None" column until the "Value
Label" dialog box appears, in the "Value" box, enter number 1, in the "Label" box, enter
Class A, then click Add. Then, fill in the "Value" box again with the number 2, and in the
"Label" box write Class B, then click Add. If you have successfully filled in the variable
properties correctly, the next step is to click the "OK" button. If the process of filling in all
variable properties is carried out correctly, the display in SPSS will look like Figure 35.
After that, you click "Data View" and then enter the Class data into the Class box, and the
learning results data into the Learning box. Then, you can carry out the analysis process by
going to the "Analyze" menu, then clicking "Compare Means", and the next step is clicking
"One Way ANOVA" as shown in Figure 36.
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| 70

-

Name Type
1 | Class Numeric
Z Learning Numeric

19
20
21
2
2
24
%

R

Width Dew&)a\s'
8 0
8 0

Label Values Missing Columns | Align Measure Role
Class None None 8 = Right & Nominal N Input
Science Leami... {1, Class A} None 8 = Right & Scale ™ Input
18 Value Labels X
Value Labels
Lahel‘ |
1="Class A"
2="Class B"

ok {cancl ety

Figure 35. Variable view worksheet settings: Value labels ANOVA Homogeneity Test with

t—_‘ *Untitled2 [DataSet1] - IBM SPSS Statistics Data Editor
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Figure 36. Settings for calculating the ANOVA homogeneity test with SPSS.

4) After you have completed step 3, a box will appear with the name "One-Way ANOVA".
Next, enter the variable "Science Learning Outcomes" into the "Dependent List" box and
enter "Class" into the "Factor" box, then click options as shown in Figure 37.

After clicking options, you will be directed to the "One-Way ANOVA: Options" dialog box,
in the "Statistics" section, put a tick for descriptive and Homogeneity of variance test, then
click continue as shown in Figure 38.

5)
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t2 One-Way ANOVA

Dependent List:
& Science Learning O...

Factor:
ad | & Class [Class] |

|_ok ]| Paste || Reset || cancel || Heip |

Figure 37. One-Way ANOVA Setup.

| 88 Ore-Way ANOVA: Options < |

b

E2 One-Way AN{ - Statistics
[ Descriptive
[7] Fixed and random effects =

[ Homogeneity of variance test ' PostHoc.. |
7] Brown-Forsythe .

[T] welch

[7] Means plot

r Missing Values

(@ Exclude cases analysis by analysis :I
Q (@ Exclude cases listwise Q

=1 __ [&ﬁﬂﬁ]m Help r

Figure 38. One-Way ANOVA Settings: Statics.

6) Click “OK” to end the command. After carrying out stage 5, the SPSS output display will
appear as shown in Figure 39.

ANOVA
Science Learning Qutcomes
sum of
Squares df Mean Square F Sig.
Between Groups 504.600 1 504.600 7.967 007
Within Groups 3673.333 a8 £3.333
Tatal 4177.933 58

Figure 39. Output page for ANOVA homogeneity test results with SPSS.
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Based on Figure 39, the significance value (Sig.) of the data used is 0.007. Meanwhile, the
F table value is 7.967. From the output results with a significance value (Sig.) of 0.007 > 0.050,
it can be concluded that the data used is not homogeneous. Meanwhile, the output results of
the F value and F table value are 7.967 > 3.130, thus it can be concluded that the pretest and
posttest value data have different average values.

4.1.2.2 Levene Test

Levene's test is a method of testing the homogeneity of almost equal variants. Levene's
test is carried out by looking for the difference between each data and the group average.
Levene's test is better used if the amount of data between groups is the same. Levene's test
means that data does not have to be normally distributed, but must be continuous. As an
example of research conducted by Ananda & Atmojo (2022), we present a homogeneity test
on chemistry learning outcomes data for students in classes A and B. Details of student
learning outcomes data are presented in Table 5.

Table 5. Example of Levene homogeneity test data (homogeneous results).

Chemistry learning outcomes

No Class A Class B
1 65 40
2 70 50
3 75 65
4 70 70
5 70 75
6 69 78
7 60 74
8 70 78
9 70 72
10 75 82
11 80 80
12 72 84
13 70 85
14 76 78
15 68 72
16 70 82
17 70 80
18 61 84
19 77 85
20 70 85
21 60 78
22 70 80
23 80 85
24 70 80
25 70 85
26 68 80
29 75 75
30 76 76

More clearly, the steps for carrying out the Levene test using SPSS are as follows:

1) Open the SPSS application, then click in the lower left corner "Variable View". Then, in the
"Name" column, Class and Learning Outcomes are written in rows 1 and 2. Next, the
“Decimals” column is changed from 2 to 0. After that, in the “Measure” column for the
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Class variable, it is changed from unknown to nominal and the Learning Outcomes variable
is changed to scale (See Figure 40).

t-} *Untitled? [DataSet1] - [BM SPSS Statistics Data Editor

Eile  Edit View Data Transform Analyze Graphs  Utilities  Extensi Window  Help
SHBH e« BLEE K ER S
HE @ e« BLAR =1 e O|®
Name Type Width | Decimals Label Values Missing Columns Align Measure Role
9 Class Numeric 3 0 Class None Mone 8 = Right &b Hominal N Input
2 Leamning_outcomes  Numeric 8 0 Science Leamning Outcomes  None None 8 = Right & Scale M Input
4
A
=
3
10
11
12
13
14
15
16
1w
18
13
20
21
2
23
|
B

DataVisw Variable View

Gambar 40. Variable settings view homogeneity test: Levene Test with SPSS.

2) After that, to fill in the variables in the "Values" section, click the "None" column, and the
"Value Label" dialog box will appear, in the "Value" box, fill in number 1, and in the "Label"
box, fill in Class A then click "Add". hen, fill in the "Value" box again with the number 2,
and in the "Label" box write Class B, then click Add. If filling in the variable properties has
been successfully done correctly, the next step is to click the "OK" button. If the process of
filling in all variable properties is carried out correctly, the display in SPSS will appear as in
Figure 41.

=] S : i
File Edit View Data Transform Analyze Graphs  Uliliies Extensions  Window  Help

SRl e BLEEE N EE 196

Name Type Width | Decimals Label Values Missing Columns Align Measure Role

1 | Class Numeric 8 0 Class None None 8 = Right Unknown “ Input
2 | Learning_outcomes  Numeric 8 0 Science Learning Outcomes None None 8 = Right Unknown “ Input
4 | TR Value Labels X

5 | Value Labels T

7 g | spating. ]

8 | Label ‘ ‘

;\

1’7 i 1="Class A"

0 5 i

| 2="Class B

- (L )

12
13
14 |
15

6 | Qi (Gancal (iieln
17
18
18
20
21
22
23
|
!

Data View! | Variable View

Figure 41. Setting variable values in the Levene Test.
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3) The next step is to calculate the homogeneity test using the Levene test. Start by clicking
the SPSS main menu, then selecting the "Analyze" menu. After that, click the Descriptive
statistics submenu then click "Explore" (See Figure 42).

t-‘ *Untitled? [DataSet]] - IBM SPSS Statistics Data Editor _ %
File Edit View Data Transform Analyze Graphs  Ufiliies Exensions Window Help

—_ =1 . . .| Reports » ST | :
AHE M e > Em gy
L A -|  Descriptive Statistics " | & Frequendies b =
Visible: 2 of 2Variables
- Bayesian Statistics » E]Qescnmwes..
» va Vi i va ;
| @) Class é Leaming Tables e var var ar ar 3 ar var var var Lt
& 1_ 1 Compare Means 4 Crnsstabs
2 1 General Linear Model ) |
3 9 o st Motk ¥ ETURFAna\ys\s
eneralized Linear Models
4 1 Wixed Models i @Balm
bl
5 1 o v | P-PPuts
6 1 Regression v |Ee0rs
1 1 Loglinear »
il 1
g - Neural Networks »
- = 1 Classify 4
1 1 Dimension Reduction 3
2 y Scale 3
13 1 Nonparametric Tests 3
" 1 1 Forecasting »
15 1 Survival »
16 1 Multiple Response 3
17 1 [E] Missing Value Analysis.
18 1 Mulfiple Imputation »
18 1 Complex Samples 4
20 1 & simulation
A 1 Quality Control 4
2 1 Spatial and Temporal Modeling..  *
e 1 Direct Marketing ' =l
( - [}

Data View Variable View

Figure 42. Settings for calculating homogeneity tests with SPSS.

4) After you have completed step 3, you will be directed to a box called "Explore". Next, move
the "Chemistry Learning Outcomes" variable to the "Dependent List" box and move the
"Class" variable to the "Factor" box, then click options as shown in Figure 43.

Dependent List [
& Science Leaming 0... | — [
|
|
Factor List:
w Bootstrap... | |
&b Class [Class) _
-
Label Cases by:
Dizplay

@ Both © Statistics © Plots

[ 0K ][ E.a.ste ][ Bespjt ][Cancel][ Help ]

Figure 43. Settings for calculating the Levene test of homogeneity with SPSS.

5) After you have completed step 4. The next step is to click "Plots", a dialog box will appear
then in the Boxplots box click "Factor level Together" and in the "Descriptive" box check
"stem-and-leaf". After that, in the Speard vs level with the Levene test box, click “power
estimation” and click “Continue” as shown in Figure 44.
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#8 Explore: Plots =
Boxplots Descriptive
(@ Factor levels together [+ Stem-and-leaf
(@ Dependents together [] Histogram
@ Mone

[] Normality plots with tests

Spread vs Level with Levene Test
@ Mone

@ffEnwer estimation

© Transformed ~

{© Untransformed

[Qunﬂnue][ Cancel ][ Help ]

Figure 44. Settings for calculating homogeneity tests. Click "Continue" in the explore plots
the Levene test box with SPSS.

6) To end the command, click "OK" and the SPSS output display will appear as shown in Figure
45,

Test of Homogeneity of Variance

Levene
Statistic f if2 Sig.
Science Learning Based on Mean 1.734 1 58 1483
Outcomes Based on Median 883 1 58 351
Based on Median and 883 1 41.682 353
with adjusted df
Based on frimmed mean 833 1 58 38

Figure 45. Output page for Levene test homogeneity test results with SPSS.

Based on Figure 45, the significance value (Sig.) of the data obtained is 0.933. The output
results with a significance value (Sig.) of 0.933 > 0.05, meaning that the data used is
homogeneous which indicates that the average value of class A and class B is the same.

4.3. Example of How to Calculate Normally Distributed Data (Parametric Statistics) to Test
the Difference in Significance
4.3.1. One Sample t-test

The one-sample t-test is generally used to compare the average of the sample being
studied with the average of the existing population. The one-sample t-test can be used to test
hypotheses in the form of descriptive statistics if the research data is on an interval or ratio
scale. The One Sample t-test is a comparison test to assess the difference between a certain
value and the average of a population group. The one-sample t-test is also called the student
t-test or one-sample t-test because the t-test here uses one sample. One-sample t-test is a
part of parametric statistics. Therefore, the basic assumption that must be met is that the
research data is normally distributed (McGovern et al., 2020).
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For example, citing data from De Winter (2019), the data sample was taken with the

assumption that the "Average science ability score of vocational school students in Bandung
City is more than 75”. To prove this, we chose 30 students in the city of Bandung with their
National Science National Examination scores. Table 6 shows an example of one sample t-test
data for 30 students.

Table 6. Example of One Sample t-test data (the results are different).

No Average learning outcomes
1 72
2 67
3 58
4 70
5 68
6 76
7 70
8 69
9 58

10 65
11 70
12 75
13 67
14 72
15 74
16 76
17 68
18 62
19 70
20 61
21 77
22 56
23 72
24 67
25 58
26 70
29 68
30 76

The steps for the one-sample t-test with SPSS based on the data in Table 6 are as follows:

1)

2)

3)

Open the SPSS program, in this study, SPSS version 26 was used. Click "Variable View",
then enter the variable name such as in Figure 46. To create a variable, enter the
average_ outcomes in the "Name" column. In the decimal column, change it from to O.
After that, change the "Measure" column from the unknown to scale.

Next, click "Data View" in the lower left corner. After the data view page is visible, enter
the data on the average value of learning outcomes of 30 respondents which has been
prepared previously (See Figure 47).

When carrying out a one-sample t-test using SPSS version 26, the first point that needs
to be done is to test the normality of the data. The method for testing data normality is
the same as the previous demonstration in the previous discussion regarding normality
testing. The normality test results from the average learning outcome data for 30
students are shown in Figure 48. Based on the results in Figure 48, the Shapiro-Wilk Sig
value is 0.064 > 0.05. Thus, it can be concluded that the average data on learning
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outcomes for 30 students is normally distributed. Thus, the assumption of normality in
the one-sample t-test has been fulfilled.

4) After that, you will carry out the One Sample t-test. The way to do this is to click the
"Analyze" menu on the toolbar, then select “Compare Means” in the dropdown menu
and click “One Sample T-Test...” (See Figure 49).

5) The next step is the "One-Sample T-Test" dialog box (See Figure 50).

Fle ESt Vew [Dala Transtom fnalyse Graphs UBiifes Egensions Mindow  Help

= O = ™R E B,
SHE M e~ BLEAN K B 19[6d
j e | Wn Geormds| el | Vawes | Meswg | Coomes| Agn | Meswe | e
T b oucomes|Numeric. 8 ] None Hone =Rt & Scak N b =

DataVien Variable View

Figure 46. Display the “Data View” worksheet settings in the one sample t-test with SPSS.
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SHE B e~ BEAE N BE J9(d
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pij L
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n ]
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Data View Variable Yisw

Figure 47. Display the “Data View” worksheet settings in the one sample t-test with SPSS.
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Tests of Normality

Kolmogorov-Smirnoyv®
Statistic df Sig.

Shapiro-Wilk

Statistic df Sig.

average_outcomes 168 30 054 434 30 064

a. Lilliefors Significance Correction

Figure 48. Normality test results in the independent sample t-test
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Figure 49. Settings for calculating the One Sample t-test with SPSS.
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Figure 50. One-Sample T-test dialog box.
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6) In the "One-Sample T Test" dialog box, you must enter the learning outcome variable
[Results] into the Test Variable(s) box, in the "Test Value" box type 75. The value 75 is
entered in the test value field because in research We want to compare the average score
of student learning outcomes with a score of 75. Then in the final step, click the "OK"
button. (See Figure 51).

'i'-.,]-'i One-Sample T Test

ﬁ average_outcomes
Bootstrap...

4
Test Variable(s):
Options...

TestValue: |0

[ (0] ][ Faste ][ Reset ][Cancel][ Help ]

Figure 51. Settings for the "One-Sample T-Test" dialog box in the one sample t-test with
SPSS.

7) After that, the SPSS Output windows page will appear as shown in Figure 52. Figure 52
shows the descriptive statistical values and the One-Sample test results table. Based on
the results, it is known that N = 30 means the number of samples used was 30 students.
Mean = 68.67, meaning the calculated average value is 68.67. Std. Deviation or standard
deviation has a Std value. Deviation of 6.042 and Std. The Mean Error is 1.103. Thus, the
results of the One Sample Test show that the calculated t-value is -0.706. The df (degree
of freedom) value is 29. The Sig. value. (2-tailed) or significance value with a two-sided test
of 0.00.

T-Test
One-Sample Statistics
Stal. Error
B Mean Stol. Deviation Mean
average_outcomes 30 6a8.67 6.042 1.103
One-Sample Test
TestValue =10
95% Confidence Interval ofthe
Mean Difference
1 df Sig. (2-tailed) Difference Lower Upper
average_outcomes G2.248 29 .0on GE.66T G6.41 70.92

Figure 52. Output results of the One Sample t-test with SPSS.
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If we formulate the research hypothesis in the one sample t-test as follows:

HO = The average science ability score of vocational school students in Bandung City is equal
to 75.

H1 =The average value of science ability of vocational school students in Bandung City is more
than 75. The basis for decision-making for the One Sample T Test is

(i) If the Sig. (2-tailed) < 0.05, then HO is rejected

(i) If the Sig. value, (2-tailed) > 0.05, then HO is accepted.

Based on the "One-Sample Test" output table in Figure 52, it is known that the Sig value,
(2-tailed) is 0.00 > 0.05, so following the basis for decision-making above it can be concluded
that HO is accepted. Thus, it can be interpreted that the average science ability score for
vocational school students in Bandung City is greater than 75.

4.3.2 Independent sample t-test

The independent sample t-test is a comparative test or difference test to find out whether
there is a significant difference in the mean between 2 independent groups with interval/ratio
data. The two independent groups referred to here are two unpaired groups, meaning that
the data sources come from different subjects. Some assumptions must be met in the
independent t-test namely (Obafemi, 2019),

(i) Interval or ratio data scale

(ii) Independent or unpaired data groups, data per group is normally distributed

(iii) The data per group does not have outliers, and the variance between groups is the same
or homogeneous.

To help with comprehension, we've included a sample set of data below that includes 60
respondents split into two groups: the control class and the experimental class. According to
research by Susanti and Rustam (2018), the information offered refers to the mathematics
learning results of class VIl students (see Table 7).

Table 7. Example of Independent t-test Data (results are not different)

Mathematics learning outcomes

Class Pretest Posttest
Control 70 80
Control 60 90
Control 60 90
Control 35 70
Control 90 65
Control 90 95
Control 70 80
Control 65 70
Control 55 70
Control 40 85
Control 50 70
Control 80 65
Control 60 70
Control 80 80
Control 50 75
Control 50 80
Control 90 70
Control 75 85
Control 60 80
Control 75 90
Control 70 80
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Table 7 (Continue). Example of Independent t-test Data (results are not different).

Mathematics learning outcomes

Class Class Class
Control 75 90
Control 84 70
Control 85 95
Control 88 85
Control 85 70
Control 88 65
Control 60 100
Control 50 95
Control 50 90

Experiment 50 95
Experiment 40 92
Experiment 75 85
Experiment 50 85
Experiment 45 88
Experiment 55 90
Experiment 70 87
Experiment 65 83
Experiment 55 89
Experiment 60 85
Experiment 50 70
Experiment 40 82
Experiment 60 88
Experiment 50 89
Experiment 50 75
Experiment 50 80
Experiment 40 70
Experiment 75 85
Experiment 50 80
Experiment 45 90
Experiment 55 95
Experiment 70 55
Experiment 65 90
Experiment 55 93
Experiment 60 85
Experiment 50 70
Experiment 40 65
Experiment 60 70
Experiment 50 80
Experiment 50 75

The steps for carrying out an independent t-test using SPSS:

1) Open the SPSS application. Once the SPSS worksheet is open, click the bottom left corner
"Variable view". Then in the "Name" column enter the Class, Pretest, and Posttest
variables. Then, in the "Measure" column the pretest and posttest variables from the
unknown to scale, the Class variable from the unknown to nominal. In the "Decimals"
column it is changed from 2 to O (See Figure 53).
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File  Edit View Data Transform Analyze Graphs  Utilities Extensions Window Help
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Figure 53. Display the “Variable View” worksheet settings in an independent samples t-test
with SPSS.

2) Next, fill in the variables in the Values section by clicking the “None” column until the Value
label dialog appears. Then, in the "Value" box, enter number 1. In the "Label" box, enter
Class Control, then click Add. Then, fill in the "Value" box again with the number 2, and in
the "Label" box write Class Experiment, then click Add. If you have successfully filled in the
variable properties correctly, the next step is to click the "OK" button. If the process of
filling in all variable properties was carried out correctly, the display in SPSS will appear as
in Figure 54. If the value label has been filled in, results will appear as in Figure 55.

File Edit Vew Data Transform  Analyze  Graphs  Utilities  Extensions  Window  Help
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4

6
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12

13 2]
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= vage [ | (speting..)
: Lot | |

18 1="Class Control”

19 2="Class Experiment”

20
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Figure 54. Display the “Variable View” worksheet settings in an independent samples t-test
with SPSS.
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Figure 55. Data input results in the independent sample t-test with SPSS.

3) Before carrying out an independent sample t-test using SPSS version 26, the first point that
needs to be done is to test the normality of the data. The method for testing data normality
is the same as previously explained in the previous chapter regarding normality testing.
After that, the output results will appear as shown in Figure 56. Based on Figure 56, the
output results of the pretest and posttest Shapiro-Wilk normality tests each have a
significance value above 0.05. This shows that the data is normally distributed.

Tests of Normality

Kolmogorov-Smirnov®

Shapiro-Wilk

class Statistic df Sig. Statistic df Sig.
pretest class control 165 a0 036 555 an 231

class experiment 160 a0 084 538 an 080
posttest  class control 135 a0 74 555 an 233

class experiment 119 a0 200 872 a0 Raltk

* This is a lower hound ofthe true significance.

a. Lilliefors Significance Correction

Figure 56. Normality test results in the independent sample t-test.

4) After the data is normally distributed, an independent sample t-test can be carried out.
The way to do this is to click the "Analyze" menu on the toolbar, then select Compare
Means in the dropdown menu and click "Independent-Samples T-test" as shown in Figure

57.
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20 1 75 | B simulation

2 ) i) Quality Control »

25 1 75 Spatial and Temporal Modeling...

23 1 84 Direct Markating 3

24 1 85 95

25 1 88 85

26 1 85 70

27 1 65 88

28 1 60 100

29 1 50 95

30 1 50 90

31 2 50 95

32 2 40 92

33 2 75 85

34 2 50 85

35 2 45 88

36 2 55 30

37 Z 70 87

var I var ve

EX

Data View Variable View.

Figure 57. Menu access steps for independent sample t-test with SPSS.

5) After clicking "Independent-Samples T Test" a display will appear as shown in Figure 58.
Enter the pretest and posttest results in the Variable test column then in the variable
grouping column select "Class (? ?). If so, click Define Group (see Figure 59). In "define
group" select "use specified values" with Group 1 filled with the number 1 and group 2
filled with the number 2. After that click "Continue" and to to give the final command-click

llo KII .

"Q-'l Independent-Samples T Test

o ]

TestVariable(s):

ﬁ Pretest [Pretest]
& Posttest [Posttest]

iGrouping Variable:
+ | lclass(2 2) |

[Qeﬁne Gruups...]

[Eeset ][Eancel][ Help ]

Bootstrap...

X

Figure 58. Independent-Samples T Test in Boxes.

DOI: https://doi.org/10.17509/ijost.v9i1.64035
p- ISSN 2528-1410 e- ISSN 2527-8045



85 | Indonesian Journal of Science & Technology, Volume g Issue 1, April 2024 Hal 45-108

t& Define Groups w — [ Qptions..
Bootstrap...

@: Use specified values

Group 1. |4
Group 2. |2
) Cut point: B

-

[.gnnﬁr_n{._i_e][ Cancel ][ Help |

Figure 59. Settings for the "Independent-Samples T-test: Define Groups" dialog box in the
independent sample t-test with SPSS.

6) After clicking "OK" in step 5, the SPSS calculation results display will appear in the form of
a t-test calculation table (see Figure 60). Based on Figure 60, there significance value (2-
tailed) of the pretest data (2-tailed) is 0.640, while the significance value (2-tailed) of the
posttest data is 0.598.

* T-Test
Group Statistics
Std. Error
Class N Mean Std. Deviation Mean
Pretest 1 29 53.28 11.823 2185
2 30 5317 14841 2728
Posttest 1 29 68.79 9.788 1.818
30 £69.33 10.400 1.899
Independent Samples Test
Levene's Test for Equality of
Variances t-te st for Equality of Means
95% Confidence Interval ofthe
Mean Stel. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
Pretest Equalvariances 221 G40 .03 a7 ars 109 3.516 -6.931 7149
assumed
Equal variances not .03 54885 ars 109 3.502 -6.909 Faz7
assumed
Posttest  Equal variances 284 596 -.205 57 B38 -540 2631 -5.809 4729
assumed
Equal variances not -.206 56961 a3e -.540 2.629 -5.804 4723

assumed

Figure 60. Output results of independent sample t-test test data calculations.

Here, we formulate the research hypothesis in an independent sample test as follows:

HO = There is no difference in the average value of mathematics ability of class VIII students
between control and experiment
H1 = There is a difference in the mathematics abilities of class VIII students between control
and experiment. The basis for decision-making for the Independent t-test is
1. If the Sig. (2-tailed) < 0.05, then HO is rejected
2. On the contrary, Sig. (2-tailed) > 0.05, then HO is accepted.

Based on the output of the "Independent t-test" table in Figure 60, it is known that the
Sig (2-tailed) pretest 0.640 > 0.05 and posttest values 0.596 > 0.050, respectively, by the basis
for decision making above it can be concluded that HO is accepted. Thus, it can be interpreted
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that There is no difference in the average value of mathematics ability of class VIII students
between control and experiment.

4.3.3 Paired sample t-test

A paired t-test is a parametric test that can be used on two different statistics from two
paired samples. The paired sample t-test generally takes the form of interval or ratio scale
data (quantitative data). Paired samples are the same subjects, but experience different
treatments. This different test model is used to analyze the research model before and after.
The conditions for the paired sample t-test are (Alfajri et al., 2023):

1. The data owned by the subject is interval or ratio data
2. Both groups of paired data are normally distributed

As an example, we present a research demonstration of the steps of a paired samples t-
test from a study conducted by Alvi & Yerimadesi (2022). The data described is the result of
class Xl students learning acid-base material through the use project-based learning method
(see Table 8).

Table 8. Example of research data Paired Sample t-test (the results are different).

Respondent Pretest Posttest
1 50 85
2 40 75
3 75 85
4 50 80
5 45 75
6 55 88
7 70 85
8 65 79
9 65 85
10 60 85
11 50 88
12 60 90
13 60 95
14 50 80
15 60 80
16 50 80
17 65 90
18 75 85
19 65 90
20 50 85
21 70 95
22 70 88
23 65 70
24 55 90
25 60 85
26 50 70
27 75 100
28 60 70
29 70 90
30 60 75

The steps for the paired sample t-test using SPSS are explained as follows:
1) Start the SPSS program. Open the SPSS worksheet and select "Variable view" in the lower
left-hand corner. Then, insert the Class, pretest, and posttest variables in the "Name"
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column. Then, the class variable from the unknown to nominal, and the pretest and
posttest variables from the unknown to scale, are listed in the "Measure" column. In the
"Decimals" column it is changed from 2 to O (see Figure 61).

Fle  Edit  Wiew Daia  Transform  Analyze  Graphs  Uliilies  Extensions  Window  Help

=1 e B A S A8 ] wd D [@]
| nMame | Type | wvidth | Decimats Label Values | Missing Calumns Align Measure Role
respandent Numeric 8 o None None 8 = Right & Momina | “ Input
pretest Numeric & 0 None None 8 = Right & Scale  Input
posttest Mumeric a o Nane Nane 8 = Right & Scale v Input

||l =

T}

[A1

Data View  variable View

Figure 61. Display the “Variable View” worksheet settings in a paired samples t-test with
SPSS.

2) After that, click "Data View" and then enter data in the respondent, pretest, and posttest
columns. After the data is filled in, the pretest and posttest scores from the 30 respondents
as shown in Figure 62.

#2 *UntitledS [DataSet4] - IBM SPSS Statistics Data Editor
FEile Edit View Data Transform Analyze Graphs Utilities Extensions Window Help

CAH & 7 e~ AL =HN M B 5 ole

[10 - Pretest |50
& Respondent: & Pratest | & Posttest | war var var [ war | var var

[ 7l 1 50 80

[ =2 I 2 40 70
E 3 75 85
4 4 50 55
5 5 60 75
6 6 55 60
7 7 70 80
8 8 65 70
] 9 55 60
10 10 60| 85
11 11 50 70
12 12 40 65
13 13 60 70
14 14 50 80
15 15 50 75
16 16 50 80
17 17 45 70
18 18 75 85
19 19 50 55
20 20 45 55
21 21 55 60
22 22 70 80
23 23 65 70
24 24 55 60
25 25 60 85
26 26 56 80
27 27 50 80
28 28 60 70
29 29 60 80
30 30 60 75
3

Figure 62. Data input results Paired sample t-test with SPSS.
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3) The data must first be checked for normality before doing an independent sample t-test
using SPSS version 26. The procedure for determining if data is normal is the same as that
described in the preceding chapter's section on normality testing. The output data will then
appear as illustrated in Figure 63. According to Figure 63, the output findings of the pretest
and posttest Shapiro-Wilk normality tests each have a significance value above 0.05. This
demonstrates that the data are normality distributed.

Tests of Normality

Kolmogorov-Smirnov® Shapiro-Wille
Statistic df Sig. Statistic df Sig.
pretest 52 30 076 946 30 136
posttest 188 30 008 953 30 208

a. Lilliefors Significance Correction
Gambar 63. Output results of the paired sample t-test normality test with SPSS.

4) A paired sample t-test can be performed once the data has been established to be normally
distributed. This can be accomplished by selecting "Analyze" from the toolbar, choosing
"Compare Means" from the dropdown menu, and then selecting "Paired-Samples T-test"
as shown in Figure 64.

File Edit View Data Transform Analhze Graphs Utilities Exensions Window Help

=1 = ] .~ | Repots 3 % j @& (5
Si-1= il Descriptive Statisics N SR,
12 Bayesian Statistics »
& respondent | o pretest  Taples v var var var var var var var var

1 1 Compare leans ¥ M uoans

2 2 4 General Linsar Model Y | | One Samplo TTest

Z Z 1 Generalized Linear Models b |l i perdont samptae st
Mixed Models »

5 A 4 [ summary Independent-Samples T Test
Corelate »

5 6 T] Paired-Samples T Test.
Regression »

i 7 [ v | I one-way ANOVA

2 : Neural Networks »

5 - Classify )

= 5 Dimension Reduction »

12 2 Scale »

3 3 Nonparametric Tests »

14’ 14 Forecasting »

I3 15 Sunival b

16 16 Multiple Response »

17 17 Missing Value Analysis

18 18 7 Muitple Imputation ’

19 19 Complex Samples b

20 20 2 simulation

z 2 T Quality Control G

2 = 7 Spatisl and Temporal lodeling...

A 2 Direct Marketing »

2 24 w

25 25 60 85

2 2 50 70

27 21 75 100

28 28 60 70

29 29 0 90

30 30 60 75

3

32

3

5

36

K

Data View, Variable View

Figure 64. Settings for calculating the Paired Sample t-test test with SPSS.

5) After clicking "Paired-Samples T Test" a box will appear as shown in Figure 65. Enter the
pretest and posttest variables in the Paired Variables box. The pretest is entered into
“Variable 1” (left side) and the posttest is entered into “Variable 2” (right side), then next
click "OK".
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#2 Paired-Samples T Test *

i Paired Variables:
&> Responden [Resp... Pair  |Variable1 | Variable2
& Pretets [Pretest] 1 & Pretets [.. ¢ Posttest.. Bootstrap...

é Posttest [Posttest] =

;

(L) (eate) (st ) cant) i)

Figure 65. Paired-samples t test box.

6) The SPSS calculation results display will show up as a t-test calculation table once you
select "OK" in step 5 (see Figure 66). According to Figure 66, the pretest-posttest data's
significance value (2-tailed) is 0.00.

* T-Test
Paired Samples Statistics
Std. Error
Mean I Std. Deviation Mean
Pair1  pretest 59.83 30 9.4 1.720
posttest 83.93 30 7.552 1.379
Paired Samples Correlations
I Carrelation Sig.
Fair1 pretest & posttest 30 448 013
Paired Samples Test
Pairad Differences
95% Confidence Interval of the
Std. Error Difference
Mean Std. Deviation Mean Lower Upper t df Sig. (2-tailed)
Pair1  pretest- postest -24.100 9.057 1.654 -27.482 -20.718 -14.575 29 .0oo

Figure 66. Paired Sample t-test Results Output Page with SPSS.

The formulation of the research hypothesis in the peered sample t-test is as follows:
Ho = There is no difference in the pretest and posttest of class XI students on the acid-base
material project-based learning method.
H1=There s a difference in the pretest and posttest of class Xl students on acid-base material
using a project-based learning method. The basis for decision-making in the One Sample T
Test is
(i) If the Sig. (2-tailed) < 0.05 then HO is rejected
(ii) Conversely, if the Sig value. (2-tailed) > 0.05, then HO is accepted.

Based on the output of the "Paired-Samples T Test" table in Figure 66, it is known that
the Sig value, (2-tailed) is 0.000 < 0.050, thus by the basis for decision-making above it can be
concluded that HO is rejected. Thus, there are differences in the pretest and posttest of class
IX students on acid-base material using a project-based learning method.
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4.4 Example of How to Process Data not Normally Distributed (Non-Parametric Statistics)
to Test Significance Differences
4.4.1 Mann-whitney test

The Mann-Whitney Test is a non-parametric statistical method that is used to compare
groups of independent sample t-test data with the assumption of normality not being met.
This test is a test used to test two small independent samples (Two Independent Sample Test).
The Mann-Whitney test requirements are as follows (Happ et al., 2019):

(i) Sample data is not normally distributed

(ii) Two samples that know each other are not related or have no influence on each other
(sample members of two different groups)

(iii) Ordinal or interval data scale samples

(iv) The number of samples in both groups is the same

Here, we present a demonstration of how to perform the Mann-Whitney test using SPSS.
Data obtained from research conducted by Usman (2016). The data are the results of science
learning for class IX students as many as 60 students who were divided into two classes,
namely classes A and B (see Table 9).

Table 9. Example of Mann Whitney test research data (The results are different).

N Science learning outcomes Code
° Class A Class B Class B Class A
1 56 87 1 2
2 72 92 1 2
3 67 87 1 2
4 80 82 1 2
5 70 89 1 2
6 68 86 1 2
7 76 90 1 2
8 70 86 1 2
9 70 80 1 2
10 58 85 1 2
11 56 87 1 2
12 72 92 1 2
13 67 87 1 2
14 80 82 1 2
15 70 89 1 2
16 68 86 1 2
17 76 90 1 2
18 70 86 1 2
19 70 80 1 2
20 40 85 1 2
21 30 87 1 2
22 72 52 1 2
23 67 87 1 2
24 80 50 1 2
25 70 89 1 2
26 68 86 1 2
27 76 90 1 2
28 70 86 1 2
29 70 80 1 2
30 58 85 1 2
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The detailed steps for the Mann-Whitney test are presented below:

1) Open a new SPSS worksheet, then click "View Variables" in the bottom left corner. In the
"Name" column, write Class and Learning_outcomes. Then, in "Measure" the column for
the Class variable is changed from unknown to nominal and the Learning_oucomes
variable is changed from unknown to scale. After that, the “Decimals” column is changed
from 2 to O (see Figure 67).

Flle  Eot View  Data  Transform  Anaze  Graphs  UNIties  Exansions Window  Halp

CA @ G = = "\Q‘mf@m" i) @ 7

| name Type Width | Decimals Label
ic o

-
Data View | Variable View

Figure 67. Display the “Variable View” worksheet settings in a Mann-Whitney test with
SPSS.

2) After that, to fill in the variables in the "Values" section, click the "None" column, and then
the "Value Label" dialog box will open, in the "Value" box, enter number 1, in the "Label"
box, enter Class A, and then click "Add"; then, fill in the "Value" box again with the number
2, and in the "Label" box write Class B, then click Add. If the variable properties have been
appropriately filled in, the next step is to click the "OK" button. If the process of filling up
all variable characteristics is followed successfully, the display in SPSS will appear like
Figure 68.

Eile  Edt View Data Analyze  Graphs  Wilities  Ejtensions  Window  Help

EEEY - i T 08 B = o1 D [w]
| Nama Type Width | Decimals Labal M\saing Columns Align Measure Role

1 Class Numeric 8 a (1 cla A) N b = Right & Mominal ~ Input
2 Learning_ou... Mumeric [} a Mo Ny 16 - Right & Scale ~ Input

*

Lseemng...|

(oK [zancer|[_nei

i
Data View | variable View

Figure 68. View variable settings: Values dialog in the Mann-Whitney test with SPSS.
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3) After completing step 2. Next, enter the data. Click "Data View" then enter data in the
class and learning outcomes columns. After the data is filled in, a display will appear as in
Figure 69.

File Edit View Data Transform Analyze Graphs Utilities Extensions Window Help

FHE e = il R B .3 ol

& Class | & Leaming_outcomes var var var var var var || war var || var
1 1 56
2 1 72
3 1 &7
4 1 80
5 1 70
5 1 58
5 1 76
8 1 70
o) 1 70
10 1 58
11 1 56
12 1 72
13 1 87
14 1 80
15 1 70
16 1 88
9T 1 76
18 1 70
19 1 70
20 1 40
21 1 30
22 1 72
23 1 67
24 1 80
25 1 70
26 1 &8
27 1 76
28 1 70
29 1 70
30 1 53
31 2z 87
32 2 92
33 2 a7
34 2 82
35 2 89
36 2 86
3T 2 20
K

Data View Variable View

Figure 69. Data input results from Mann-Whitney test with SPSS.

4) Previously, to carry out the Mann-Whitney test, the data was checked for normality using
SPSS version 26. However, the data used here was confirmed to be normally distributed.
The method for testing data normality is the same as that explained in the previous chapter
regarding normality testing. The output results of the normality test are presented in
Figure 70. Based on Figure 70, the output findings of the Shapiro-Wilk normality test have
a significance value below 0.05. This shows that the data is not normally distributed.
Because the data is not normally distributed, statistical analysis of different tests uses the
Mann-Whitney test.

Tests of Normality

Kolmogorow-Smirnoy? Shapiro-Willk
Class Statistic clf 3ig. Statistic df Sig.
Learning_outcomes  Class A 2 an 000 788 an 000
Class B 308 30 000 5ay 30 000

a. Lilliefors Significance Correction

Gambar 70. Output results of the Mann-Whitney normality test with SPSS.

5) The next stage is to carry out Mann-Whitney calculations using SPSS. On the toolbar, click
the "Analyze" menu then click "Non-Parametric Tests" then click "Legacy Dialogs" then
click "2 Independent Samples..." as shown in Figure 71.
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& “Untitleds [DataSetS] - IBM SPSS Statistics Data Editor

File Edit View Data TIransform Analyze  Graphs  Utiliies  Extensions  Window  Help
—— = _ | Repons » 222 Al (>
B Lj ﬁ L"""J _ = Descriptive Statistics » % :j md @
|12 Bayesian Statistics L3
& Class | Leaming_ | Tables o e s e o et Vot
|~ outcomes|| Compare Means »
L i i 76 General Linear Model »
:s— i 70 Generalized Linear Models »
9 1 70
Mixed Models »
10 1 58
= 3 = Correlate »
= = = Regression »
= 3 = Loglinear »
7 i P Meural Networks 3
15 1 70 Classify »
16 1 63 Dimension Reduction »
7 1 76 Scale *
18 1 70 Nonparametric Tests * | A one sample
18 i 70 Forecasiag * | M Independent Samples.
20 1 58 Sunvival " | B Refated Samples..
21 . s Mizghs esponas ' Legacy Dialogs * | & cnisquare
22 1 72 | B2 missing Value Analysis.. N
23 i 30 Multiple Imputation 3 @Emmml
L 1 80 Complex Samples » 2 Runs
25 1 70| | & symutation [l 1-sample K-S
26 1 63 ity Control b (B8] 2 Independent Samples...
£ 3 76 Spatial and Temporal Modeling...  * [ K ingepenaent samples
28 i 70 Direct Marketing » [ 2 Related Samples
29 1 70
= : 5 K Related Samples..
31 2 87
32 2 50
33 2 87
34 2 82
35 2 89
36 2 86
37 2 60
38 2 50
39 2 55
40 2 85
41 2 87
42 2 40

Figure 71. Settings for calculating the Mann-Whitney test with SPSS.

6) After clicking "2 Independent Samples" a box will appear as in Figure 72. Then, move the
Learning_oucomes variable to the "Test Variable List" box and move the Class variable (??)
variable to the Grouping Variables box. After that, click "Define Groups." then the "Two-
Independent-Samples Tests" dialog box will appear as in Figure 73, and click "Continue".
Then, to end the command, click "OK".

t,-'l Two-lndependent-Samples Tests

TestVariable List:
ﬁ Learning_outcomes

>
Exact..

Grouping Variable:
* | [ciass2) |

[Qeﬁne Gmups...]

Test Type
[ Mann-Whitney U

[] Moses extreme reactions [ Wald-Wolfowitz runs

o)

Gambar 72. Mann-Whitney test Box.

[ Kolmogorov-Smirnov Z

[Eeset ][Cancel][ Help ]
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TestVariable List: |
= Exact...
& Learning_outcomes L—J I
F Grouping Variable:
1;-,] Two Independent Samples: .. X
r Test Type =

Group Z:
[& Mann-Whitney U Pe

_i_:ll'ﬂp%esextreme reactions [Qpnunue][ E_EGFE.{J[ Help ]
(or ) eo [Reset] [cancel] [Help |

Gambar 73. Setting the "Two Independent Samples" dialog box in the Mann-Whitney test
with SPSS.

7) After clicking "OK" the output of the Mann-Whitney test table calculation results will
appear which is shown in Figure 74. Based on the results in Figure 74, the value of
Asymp.Sig. (2-tailed) is 0.000.

Mann-Whitney Test

Ranks
sum of
Class I+ Mean Rank Ranks
Learning_outcomes  Class A 30 17.62 525.50
Class B a0 | 43'.48 1304.50
Taotal 60

Test Statistics”
Learning_out
comes
Mann-Whitney LI 60.500
Wilcoxon W 525500
i -6.778
Asymp. Sig. (2-tailed) .ooo

a. Grouping Yariable: Class

Figure 74. Mann-Whitney t-test results output page with SPSS.

The following is how the study hypothesis is expressed in the peered Mann-Whitney test:
HO = There is no difference in learning outcomes for class A students and class B students.
H1 = There is a difference in learning outcomes for class A students and class B students.
Mann-Whitney's decision is made based on the following criteria:

(i) HO is not accepted if the Sig. (2-tailed) < 0.05.
(ii) On the other hand, HO is accepted if the Sig value (2-tailed) > 0.05.
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The Asymp. Sig. (2-tailed) value is 0.00 < 0.05 based on the output of the "Mann-Whitney"
table in Figure 74. Therefore, using the criteria described above, it can be said that HO is
rejected. As a result, there are differences in learning outcomes for classes A and B.

4.4.2 Wilcoxon test

The Wilcoxon test is an alternative test to the paired sample t-test if it does not meet the
normality assumption. This test is also known as the Wilcoxon Match Pair Test. The Wilcoxon
test functions to test differences between paired data, test comparisons between
observations before and after treatment, and determine the effectiveness of treatment. The
conditional assumptions of the Wilcoxon test are (Liu et al., 2021):

(i) The dependent variable is ordinal or interval or ratio data scale but is not normally
distributed

(ii) The independent variable consists of two categories which are paired

(iii) The shape and distribution of data between the two paired groups is symmetrical

Here we provide a demonstration of Wilcoxon action research from the Knief & Forstmeier
(2021) investigation. Data information in the form of pretest and posttest scores for class X
biology for 30 students can be seen in Table 10.

Table 10. Example of Wilcoxon Test research data (there are differences).

Biology learning outcomes

No Pretest Posttest
1 56 87
2 72 92
3 67 87
4 80 82
5 70 89
6 68 86
7 76 90
8 70 86
9 70 80
10 58 85
11 56 87
12 72 92
13 67 87
14 80 82
15 70 89
16 68 86
17 76 90
18 70 86
19 70 80
20 58 85
21 56 87
22 72 92
23 56 87
24 72 92
25 67 87
26 80 82
27 70 89
28 68 86
29 76 90
30 70 86
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Below are the detailed steps for carrying out the Wilcoxon test:

1) Open a new SPSS worksheet, then select "View Variables" at the bottom left. Write Pretest
and Posttest in the "Name" column. Next, the Pretest and Posttest variables in the
"Measure" column are changed from unknown to scale. The decimal column is then
adjusted from 2 to O (see Figure 75).

2) After you have finished setting up the Variable View worksheet. Next, click "Data View"
and then enter the prepared data. The Data View display is presented in Figure 76.

3) Before, the data was examined for normality using SPSS version 26 to perform the
Wilcoxon test. The regularly distributed nature of the data utilized here was nonetheless
verified. As was discussed in the last chapter on normality testing, the procedure for
determining if data is normal is the same here. Figure 77 displays the normality test output
results. According to Figure 77, the Shapiro-Wilk normality test's output pretest and
posttest findings have a significance level below 0.05. As a result, it can be shown that the
data is not normally distributed. Due to the non-normal distribution of the data, the
Wilcoxon test is used in the statistical analysis of various tests.

Fila  Eait  View Data  Transform  Analze  Graphs  UNiNes  Exensions  Window  Help

e
o A M BRI WY S (e

Width || Dacimals Label Valuos Missing | Columns Align Moasure Rolo

o Hara Hera [l | Right & Sealn ~ Input

8 0 Hane Honn ] = Right & Scala  Input

&
DataView| | vanabie view

Figure 75. Display the “Variable View” worksheet settings in the Wilcoxon test with SPSS.
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7z 92
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70 89
68 86
76 20
70 86
70 a0
58 85
56 87
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67 a7
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70 8s
58 86
s 90
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70 80
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56 87
7z 92
56 87
72 a2
87 a7
80 82
70 89
68 86
76 20
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Data view| Variable Viaw.

Figure 76. Display the “Data View” worksheet settings in the Wilcoxon test with SPSS.
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Kaolmogorov-Smirnoy?®

Tests of Normality

Shapiro-Wilk

Statistic df Sig. Statistic df Sig.
Fretets 27T 30 000 B16 30 000
Fosttest 252 30 000 BET 30 00

a. Lilliefors Significance Correction

Figure 77. Output results of the Wilcoxon normality test using SPSS.

4) The next step is to use SPSS to do Wilcoxon computations. As illustrated in Figure 78, select
"Analyze" from the toolbar, then "Non-Parametric Tests," "Legacy Dialogs," and "2 Related

Samples..."
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Figure 78. Settings for calculating the Wilcoxon test with SPSS.

5) After clicking "2 Related Samples" a box will appear as in Figure 79. Then move the
variables [pretest] and [posttest] to the "Test Pairs" box. Then, move the variable [pretest]
to column “variable 1” and [posttest] to column “variable 2”. After that, in "Test Type"
checklist Wilcoxon and click "OK". (See Figure 79).
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+U'\ Two-Related-Samples Tests X

Test Pairs: Exact.

& pretest Pair  |Variablel  |Variable2
& posttest 1 [pretest] [posttest] +

2

3

Test Type
[ Wilcoxon

[ Marginal Homogeneity

(o) (i) (st (cna) (o)

Figure 79. Wilcoxon test dialog box.

6) The output of the Mann-Whitney test table calculation results will appear after clicking
"OK," as illustrated in Figure 80. The value of Asymp.Sig. (2-tailed) is 0.00 according to the

findings in Figure 80.
Wilcoxon Signed Ranks Test

Ranks
Sum of
& Mean Rank Ranks
posttest - pretest  Megative Ranks o? .00 .00
Positive Ranks ot 1550 465.00
Ties 0®
Total a0
a. posttest < pretest
h. posttest = pretest
c. posttest= pretest
Test Statistics”
posttest-
pretest
z -4.793"
Asymp. Sig. (2-tailed) .000

a. Wilcoxon Signed Ranks Test
h. Based on negative ranks.

Figure 80. Wilcoxon t-test Results Output Page with SPSS.

The peered Wilcoxon test for the study hypothesis is presented as follows:
HO = There is no difference between the pretest and posttest biology scores
H1 = There is a difference between the pretest and posttest biology scores. The following
factors are used to determine whether to use the Wilcoxon test:
(i) HOis not accepted, if the Sig. (2-tailed) < 0.05.
(ii) On the other hand, HO is accepted if the Sig value (2-tailed) > 0.05.

According to Figure 80, the output result of the Mann-Whitney test calculation is 0.00 <
0.05, meaning that HO is rejected thus it can be concluded that there is a difference in the
biology pretest and posttest scores.
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4.5 An Example of Processing Difference Test Data Based on Real Applications in the Field
of Education

To understand further how to carry out a statistical difference test (t-test), we provide a
step-by-step example of a real case of class IX Islamic Middle School students which is
presented in determining understanding of the concept of a steam engine as an electricity
generator. energy using conventional methods and experimental demonstrations 60 students
were divided into two classes, namely control and experimental classes. Data obtained in real
cases in the form of pretest and posttest results are presented in Table 11. Here, the different
analysis test that we use is the independent sample t-test statistical test because we want to
examine the difference between the use of conventional learning methods and experimental
demonstrations on student learning outcomes. All analyses were carried out using SPSS.

Table 11. Experimental and control data from class IX students.

Score (%)

Control Class Experiment Class
Respondent Pre-test  Post-test Respondent Pre-test Post-test
X1 50 58 Y1 70 80
X2 64 62 Y2 70 70
X3 58 60 Y3 64 70
X4 60 58 Y4 70 65
X5 62 66 Y5 80 75
X6 65 40 Y6 70 80
X7 70 60 Y7 70 70
X8 60 62 Y8 64 70
X9 70 72 Y9 70 65
X10 50 80 Y10 80 75
X11 40 75 Y11 70 80
X12 30 80 Y12 50 60
X13 40 80 Y13 80 90
X14 40 85 Y14 30 92
X15 50 55 Y15 80 88
X16 40 70 Y16 86 90
X17 70 78 Y17 76 92
X19 60 40 Y18 78 94
X20 75 80 Y19 50 70
X21 30 60 Y20 60 90
X22 30 40 Y21 50 60
X23 40 30 Y22 60 85
X24 40 50 Y23 40 50
X25 50 10 Y24 60 80
X26 50 30 Y25 46 60
X27 60 70 Y26 80 90
X28 70 60 Y28 70 80
X29 50 45 Y29 50 60
X30 60 80 Y30 80 94
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The steps for carrying out data analysis are in Table 11 using SPSS:

1) Open the SPSS worksheet. Then click "Variable View", in the "Name" column write pretest,
posttest, and class. The decimal column was changed from 2 to 0 and the "Measure"
column for the pretest and posttest variables was changed from unknown to scale.
Meanwhile, the class variable in the "Measure" column is changed from unknown to
nominal (See Figure 81).

Eile Edit View Data TIransform Analyze Graphs  Utilities Exensions  Window  Help

SHele~ BLAR KB B 96

Name Type Width | Decimals Label Values Missing Columns Align Measure Role

1 Numeric 8 0 Mone MNone 8 = Right & Nominal N Input
Z | Pretest Numeric 8 0 MNone None 8 = Right & Scale “ Input
3 | Posttest Numeric 8 0 Mone None 8 = Right & Scale N Input
= i

5

7

8

9

10

"

12

13

14

15

16

17

19

[EX)

Figure 81. Display the “Variable View” worksheet settings.

2) After that, fill in the variables in the Values section by clicking the None column until the
Value label dialog appears. Then, in the "Value" box, enter number 1. In the "Label" box,
enter Class Control, then click Add. Then, fill in the "Value" box again with the number 2,
and in the "Label" box write Class Experiment, then click Add. If you have successfully filled
in the variable properties correctly, the next step is to click the "OK" button. If the process
of filling in all variable properties is carried out correctly, the display in SPSS will appear as
in Figure 82. If the value label has been filled in, results will appear as in Figure 83.

File Edit View Dala Transform Anahze Graphs Utiities Extensions Window Help

AHEe R e» BEEE N EE 06

Name | Type | Width |Decimals| Label Values Missing | Columns |  Algn |  Measue |  Role
1 Class Numeric 8 0 {1.Class C... Mone 8 = Right & Nominal “ Input
Z Pretest Numeric 8 0 None MNone 8 = Right & Scale N Input
3 Posttest Numeric 8 0 None None 8 = Right & Scale N Input
4
6 13 Value Labels X
7
— Value Labels
10 Label | ‘
1 1="Class Cantro’
12 2="Class Experiment”
13
14
15
16
17

-n’ Cancel || Hel

18 L
19
20
21
22
3
24
ar -

Data View Variable View

Figure 82. Display the “Variable View”: Dialog value labels worksheet settings.
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FEile Edit View Data Transform Analyze Graphs Utilities Extensions Window Help
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4 | 1 60 58
5 | 1 52 56
& | 1 65 40|
= | 1 70 50
8 | 1 60 62
9] 1 70 72
10 1 50 80
= 1 40 75|
I 1 30 80
== 1 40 80
14 1 40 85|
15| 1 50 55
= 1 40 70
i 1 70 78
18 1 50 40/
19 1 75 80
T 1 30 60
i 1 a0 40
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Figure 83. Display the “Data View” worksheet settings.

3) Before carrying out the difference test analysis, first carry out a normality test to see the
distribution of the data. To perform normality test calculations with SPSS, click the
"Analyzer" menu on the toolbar then click "Descriptive Statistics" on the submenu and click
"Explore" (See Figure 84).

File  Edit Miew Data Transform  Analyze  Graphs  Ulilities  Exdensions  Window  Help
SHE M e = B3
= : Descriptive Statistics b [ Erequencies...
| | Bayesian Statistics 4 Descriptives
»
I_ & Class || & Pretest || Tables A i var || var ||
1 1 50 Compare Means 4
B Crosstabs...
2 1_ 64 General Linear Model L
| TURF Analysis
3 1_ 58 Generalized Linear Models b
Ratia...
5 1 i Mixed Models » | B Ratio
5 1 62 ——— y |EdB-PPlots..
8 E . Regression v |EdoaPiots...
& 1- #H Loglinear b
8 1 60
MNeural Metworks (]
q 1 70
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10 1 50 o o "
T imension Reduction
1 1 40 -
- b
12 1 0[] PR
i 3
13 1 40 Monparametric Tests
14 1 40 Forecasting 2
15 1 50 | Sunval '
16 1 40 Multiple Response ]
17 1 70 Missing Value Analysis...
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19 1 75 Complex Samples 4
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Figure 84. Settings for calculating the normality test with SPSS.
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4) After you have finished setting up the normality test calculation method, the "Explore" box
will appear as in Figure 85. Then, move the pretest and posttest variables to the
"Dependent List" box, while the class variables are moved to the "Factor List" box. If thus,
then click on the right side of "Plots" and a box will appear as in Figure 86. After that, check
"Normality plots with test" and click "Power estimation" then click "Continue". To end the
command, click "OK". To test normality, the Shapiro-Wilk test was used because the
sample was less than 50, where each class, namely the control class and the experimental
class consisted of 30 students.

5) After that, the normality test windows output results appear. Figure 87 shows the output
results of the normality test with SPSS. Based on Figure 87, the Sig. Shapiro Wilk > 0.05
which indicates that the data in this study is normally distributed.

@ Explore *
Dependent List: -
Statistics...
y o Statistcs..
- ﬁ Posttest

Factor List:
&5 Class Bootstrap..

Label Cases by:

R |

Display
@ Both © Statistics © Plots

[ 0K ][Easte ][Beset][Cancel][ Help ]

Figure 85. Explore settings on the normality test with SPSS.
8 Explore: Plats =

Boxplots Descriptive

@ Factor levels together [ Stem-and-leaf
(@ Dependents together [7] Histogram

© None

[ Mormality plots with tests

Spreadvs Level with Levene Test
© Mong
@Efﬁower estimation

@ Transformed -

@ Untransformed

[Qontinue][ Cancel ][ Help ]

Figure 86. Explore: Plots settings in the normality test with SPSS.
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Tests of Normality

Kolmogorov-Smirmov? Shapiro-Wilk

Clagg  Statistic df Sig. Statistic df 3ig.
Pretest 1 162 30 043 833 a0 060

2 155 30 082 836 a0 070
Posttest 1 184 30 011 844 a0 113

2 144 30 113 838 a0 .080

a. Lilliefors Significance Correction

Figure 87. Normality test results output page with SPSS.

6) Because the research data is normally distributed, independent sample t-test analysis can
be carried out. Calculation of the independent sample t-test with SPSS is done by clicking
"Analyze" then clicking "Compare Mean" and clicking "Independent-Samples T-test". (See
Figure 88).
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Figure 88. Settings for calculating the Independent sample t-test with SPSS

7) After clicking "Independent-Samples T Test" a display will appear as shown in Figure 89.
Enter the pretest and posttest results in the "Test Variable(s)" column then in the variable
grouping column select "Class (? ?). If thus, click Define Group (see Figure 90). In "Define
Group" select "Use specified values" with Group 1 filled with the number 1 and Group 2
filled with the number 2. After that click "Continue" and click "OK" to end the command.

8) The output of the results of the Independent Sample t-test table calculation will be
displayed after pressing "OK," as illustrated in Figure 91. Based on the findings in Figure
91, it show that Asymp. Sig. (2-tailed) pretest and posttest each have values of 0.009 and
0.046.
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Figure 89. Independent-Samples T test dialog box
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Figure 90. Setting the dialog box "Independent samples t-test: Define Groups" in the
independent sample t-test with SPSS

Independent Samples Test

Levene's Test for Equality of

Variances testfor Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig t df Sig. (2-tailed) Difference Difference Lower Upper

Posttest  Egual variances 7.284 009 -3.437 58 00 -5.033 1.465 -7.965 -2102
assumed

Equal variances not -3437 50.080 00 -6.033 1.465 -7.975 -2.092
assumed

Pretest  Egualvariances 4.158 046 -5.073 58 000 -15.333 3023 -21.384 -9.283
assumed

Equal variances not -5.073 54180 000 -15.333 3.023 -21.383 -9.274
assumed

Figure 91. Output results of Independent Sample t-test test data calculations.

The study hypothesis is stated as follows in the standard Independent sample t-test:

(i) HO =There is no difference in learning outcomes using demonstration and conventional
experimental methods

(ii) H1 = There are differences in learning outcomes using demonstration and conventional
experimental methods
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Based on Figure 91, the output results of the independent sample t-test calculation of the
pretest and posttest values are 0.009 and 0.046. From these results, it is known that both
values are below 0.050, which means HO is rejected and H1 is accepted. This shows that there
are differences in learning outcomes using forced and conventional experimental methods.
Based on these findings, it can be concluded that the experimental demonstration method is
the best compared to conventional methods.

5. CONCLUSION

This article discusses the importance and ways of carrying out mean difference tests in
statistical analysis. The mean difference test is a useful tool to determine whether there are
significant differences between two or more groups of data. Apart from that, this article also
discusses practical steps on how to carry out a mean difference test using various statistical
software, such as IBM SPSS. This includes the steps to design an experiment, collect data,
select appropriate statistical methods, and interpret the results of a mean difference test.
Overall, this article provides important insights into the role of the mean difference test
statistic in data analysis and how to carry it out correctly, thereby helping researchers and
data analysts make stronger and more relevant conclusions in various research contexts.
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