
Diterima Redaksi : 24-10-2020 | Selesai Revisi : 08-01-2020 | Diterbitkan Online : 01-02-2020 

28 
 
 

Terakreditasi SINTA Peringkat 2 
Surat Keputusan Dirjen Penguatan Riset dan Pengembangan Ristek Dikti No. 10/E/KPT/2019 

masa berlaku mulai Vol. 1 No. 1 tahun 2017 s.d  Vol. 5 No. 3 tahun 2021 

 
Terbit online pada laman web jurnal: http://jurnal.iaii.or.id 

 

JURNAL RESTI 
(Rekayasa Sistem dan Teknologi Informasi)  

  Vol. 4 No. 1 (2020) 28 - 36      ISSN Media Elektronik: 2580-0760 

LL-KNN ACW-NB: Local Learning K-Nearest Neighbor in Absolute 
Correlation Weighted Naïve Bayes untuk Klasifikasi Data Numerik 

Azminuddin I. S. Azis1, Budy Santoso2, Serwin3  
1,2,3Jurusan Teknik Informatika, Fakultas Ilmu Komputer, Universitas Ichsan Gorontalo 

1azminuddinazis@unisan.ac.id, 2budysantoso@unisan.ac.id, 3serwin_pattinjo@unisan.ac.id 

Abstract 

Naïve Bayes (NB) algorithm is still in the top ten of the Data Mining algorithms because of it is simplicity, efficiency, and 
performance. To handle classification on numerical data, the Gaussian distribution and kernel approach can be applied to 
NB (GNB and KNB). However, in the process of NB classifying, attributes are considered independent, even though the 
assumption is not always right in many cases. Absolute Correlation Coefficient can determine correlations between attributes 
and work on numerical attributes, so that it can be applied for attribute weighting to GNB (ACW-NB). Furthermore, because 
performance of NB does not increase in large datasets, so ACW-NB can be a classifier in the local learning model, where 
other classification methods, such as K-Nearest Neighbor (K-NN) which are very well known in local learning can be used to 
obtain sub-dataset in the ACW-NB training. To reduction of noise/bias, then missing value replacement and data 
normalization can also be applied. This proposed method is termed "LL-KNN ACW-NB (Local Learning K-Nearest Neighbor 
in Absolute Correlation Weighted Naïve Bayes)," with the objective to improve the performance of NB (GNB and KNB) in 
handling classification on numerical data. The results of this study indicate that the LL-KNN ACW-NB is able to improve the 
performance of NB, with an average accuracy of 91,48%, 1,92% better than GNB and 2,86% better than KNB. 

Keywords:  naïve bayes, k-nearest neighbor, absolute correlation coefficient, local learning, attribute weighting 

Abstrak 

Algoritma Naïve Bayes (NB) masih dalam daftar 10 besar algoritma Data Mining karena kesederhanaan, efisiensi, dan 
kinerjanya. Dalam menangani klasifikasi pada data numerik, distribusi Gaussian dan pendekatan kernel dapat diterapkan 
pada NB (GNB dan KNB). Namun dalam proses klasifikasi NB, atribut-atribut dianggap independen, sedangkan asumsi 
tersebut tidak selalu tepat pada banyak kasus. Absolute Correlation Coefficient dapat menentukan korelasi antar atribut dan 
bekerja pada atribut numerik, sehingga dapat diterapkan untuk attribute weighting pada GNB (ACW-NB). Selain itu, karena 
kinerja NB tidak meningkat dalam dataset yang besar, maka ACW-NB dapat menjadi pengklasifikasi dalam model local 
learning, yang mana metode klasifikasi lainnya, yaitu K-Nearest Neighbor (K-NN) yang memang terkenal sangat baik dalam 
local learning dapat digunakan untuk memperoleh sub-dataset pelatihan ACW-NB. Untuk mereduksi noise/bias, maka 
missing value replacement dan data normalization diterapkan pula. Metode yang diusulkan ini diistilahkan dengan <LL-KNN 
ACW-NB (Local Learning K-Nearest Neighbor in Absolute Correlation Weighted Naïve Bayes),= dengan tujuan untuk 
meningkatkan kinerja NB (GNB dan KNB) dalam menangani klasifikasi pada data numerik. Hasil penelitian menunjukkan 
bahwa LL-KNN ACW-NB mampu meningkatkan kinerja NB, yaitu dengan akurasi rata-rata sebesar 91,48%, lebih baik 
1,92% daripada GNB dan lebih baik 2,86% daripada KNB. 

Kata kunci:  naïve bayes, k-nearest neighbor, absolute correlation coefficient, local learning, attribute weighting  

© 2020  Jurnal RESTI

1. Pendahuluan  

Alagaritma Naïve Bayes (NB) masih terus berada 
dalam daftar 10 besar algoritma Data Mining karena 
kesederhanaan, efisiensi, dan kinerjanya [1]. Standar 
NB bekerja pada data nominal, menggunakan 
pendekatan distribusi probabilitas, dan sangat baik 

untuk dataset yang besar. Agar dapat bekerja pada data 
numerik, pendekatan distribusi Gaussian dapat 
diterapkan pada NB untuk menghitung probabilitas dari 
atribut numerik, dinamakan Gaussian Naive Bayes 
(GNB) [2]. Pendekatan kernel dapat pula diterapkan 
pada NB (KNB) untuk menangani klasifikasi pada data 
numerik. Namun KNB dapat menyebabkan terjadinya 
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curse of dimensionality dan kompleksitas komputasinya 
jauh lebih besar daripada GNB, karena pendekatan 
kernel melakukan transformasi data ke dimensi yang 
lebih tinggi (feature space). Dengan demikian GNB 
menjadi pilihan yang lebih efisien untuk menangani 
klasifikasi pada data numerik. 

Dalam proses klasifikasi NB, atribut-atribut dianggap 
tidak saling terkait (independen), setiap atribut 
dianggap sama pentingnya, padahal asumsi tersebut 
tidak selalu tepat dalam banyak kasus [2]-[6]. Dalam 
mengatasi masalah tersebut, pendekatan structure 
extension, feature selection, ataupun attribute 
weighting pada NB terbukti mampu meningkatkan 
kinerja NB. Secara rinci ditunjukkan pada Tabel 1. 

Tabel 1. Pengembangan Algoritma Naïve Bayes 

Year, 1st Author Proposed Method Categories Ref 

1994, Langley 

1997, Friedman 

1997, Kohavi 

1999, Nurnberger 

2001, Zhang 

2002, Ratanamahatana 

2004, Zhang 

2005, Jiang 

2005, Webb 

2007, Hall 

2007, Deng 

2008, Zhang 

2009, Jiang 

2011, Wu 

2011, Lin 

2014, Taheri 

2015, Wu 

2015, Muktamar 

2015, Asmono 

2016, Zhang 

2016, Jiang 

2017, Song 

2017, Zhu 

2018, Sun 

2018, Wu 

2018, Yu 

Greedy Bayesian 

TAN 

Wrappers–NB 

ANFIS–NB 

ANB 

DT–NB 

WNB–G-HC 

Evolutional NB 

AODE–NB 

DT–CFS–WNB 

RS–WNB 

Cloning NB 

Hidden NB 

DEA–WNB 

PSO–WNB 

Adaptive WNB 

AIS–WNB 

CNBC 

AC–WNB 

GR & DT–WNB 

DF–WNB 

Multinomial NB 

NB–DT–J48 

LPNB 

TAN 

CAVW 

Feature Selection 

Structure Extension 

Feature Selection 

Structure Extension 

Structure Extension 

Feature Selection 

Attribute Weighting 

Feature Selection 

Structure Extension 

Attribute Weighting 

Attribute Weighting 

Data Expansion 

Structure Extension 

Attribute Weighting 

Attribute Weighting 

Attribute Weighting 

Attribute Weighting 

Attribute Weighting 

Attribute Weighting 

Feature Selection 

Attribute Weighting 

Attribute Weighting 

Attribute Weighting 

Structure Extension 

Structure Extension 

Attribute Weighting 

[7] 

[8] 

[9] 

[6] 

[10] 

[11] 

[12] 

[13] 

[14] 

[15] 

[16] 

[17] 

[18] 

[3] 

[4] 

[5] 

[19] 

[20] 

[2] 

[21] 

[1] 

[22] 

[23] 

[24] 

[25] 

[26] 

Akhir-akhir ini, umumnya pendekatan yang diterapkan 
untuk mengatasi masalah independensi atribut pada NB 
adalah attribute weighting (ditunjukkan pada Tabel 1). 
Metode Absolute Correlation Coefficient (ACC) 
bekerja pada atribut numerik dan dapat menentukan 
kekuatan hubungan antar atribut, sehingga dapat 
digunakan untuk attribute weighting pada NB. 
Pendekatan ini dinamakan Absolute Correlation – 
Weighted Naïve Bayes (ACW-NB) [2]. 

Furey, et al., menggunakan nilai absolute dari 
coefficient dalam penelitian yang dilakukan Golub [27] 
sebagai metode untuk feature selection pada Support 
Vector Machine dalam menangani klasifikasi kanker 
[28]. Sedangkan Zhang, menggunakan correlation 

coefficient untuk meningkatkan kinerja Weighted Naïve 
Bayes [12]. Begitupun Asmono, Wahono dan Syukur, 
mirip seperti penelitian yang dilakukan oleh Furey, 
namun nilai absolute dari coefficient dalam penelitian 
yang dilakukan Golub digunakan untuk attribute 
weighting pada GNB dalam menangani prediksi cacat 
software [2]. Dengan demikian penerapan ACC untuk 
attribute weighting pada GNB (ACW-NB) telah 
terbukti mampu meningkatkan kinerja GNB. 

Sementara itu, karena dependensi (ketergantungan) 
atribut dalam sub-dataset pelatihan tentu lebih lemah 
daripada di seluruh dataset pelatihan [18] dan karena 
kinerja NB tidak meningkat dalam dataset yang besar 
[29], maka ACW-NB dapat menjadi pengklasifikasi 
dalam model Local Learning (LL). Dalam LL, metode 
klasifikasi lainnya dapat digunakan untuk memperoleh 
sub-dataset pelatihan (ditunjukkan pada Tabel 2).  

Kohavi mengusulkan metode NBTree dengan 
menggunakan Decision Tree (DT) sebagai LL [29]. 
Sementara Xie et al., mengusulkan metode Selective 
Neighborhood Based Naive Bayes (SNNB) dengan 
menggunakan K-Nearest Neighbor (K-NN) sebagai LL 
[30]. Begitupun Frank, mengusulkan metode Local 
Weighted Naive Bayes (LWNB) dengan menggunakan 
K-NN sebagai LL [31].  

ACW-NB bekerja pada data numerik, begitupun 
standar K-NN, sedangkan DT membutuhkan 
diskretisasi. Dengan demikian K-NN lebih tepat 
digunakan daripada DT untuk LL pada ACW-NB. 
Selain itu, K-NN merupakan algoritma yang terkenal 
sangat baik dalam LL [18]. 

Tabel 2. Pendekatan Local Learning pada Naïve Bayes 

Year, 1st Author Method Classifiers LL Ref 

1996, Kohavi 

2000, Zheng 

2002, Xie 

2003, Frank 

2018, Safri 

NBTree 

LBR – NB 

SNNB 

LWNB 

NB – k-NN 

Naïve Bayes 

LBR 

Naïve Bayes 

Naïve Bayes 

k-NN 

Decision Tree 

Naïve Bayes 

k-NN 

k-NN 

Naïve Bayes 

[29] 

[32] 

[30] 

[31] 

[33] 

Walaupun NB cukup kuat dalam menangani missing 
value dan noisy data, namun tentu saja lebih efisien 
apabila masalah missing value dan noisy data dapat 
ditangani sebelum NB bekerja. Dengan begitu 
noise/bias dapat direduksi, sehingga efisiensi dan 
kinerja NB dapat meningkat. 

Adanya missing value dapat menurunkan efisiensi dan 
akurasi model klasifikasi [34]. Namun membuangnya 
bisa jadi menghilangkan informasi yang penting, 
sehingga mengakibatkan bias. Pendekatan imputasi 
merupakan strategi yang efisien untuk menangani 
masalah tersebut, umumnya dengan melakukan Missing 
Value Replacement (MVR) menggunakan pendekatan 
mean/mode [34], [35].  

Sementara adanya outlier dapat menyebabkan noise 
[36], berdampak buruk pula terhadap kinerja suatu 
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model klasifikasi [37]. Outlier sebaiknya dibuang 
dengan cara mendeteksinya lebih dahulu, misalnya 
dengan model prediksi. Namun cara lain yang klasik 
dan umum diterapkan untuk mereduksi noise yaitu 
dengan melakukan Data Normalization (DN) 
menggunakan pendekatan Min-Max Normalization 
[37]. Oleh karena itu, penerapan MVR dan DN dapat 
diterapkan dalam tahap pra pengolahan data. 

Berdasarkan berbagai latar belakang yang telah 
dikemukakan, penelitian ini bertujuan untuk 
meningkatkan kinerja NB (GNB dan KNB) dalam 
menangani klasifikasi pada data numerik melalui 
penerapan algoritma K-NN untuk LL, algoritma ACC 
untuk attribute weighting, pendekatan mean/mode 
untuk MVR, dan metode Min-Max Normalization 
untuk DN. Metode yang diusulkan ini kami istilahkan 
=LL-KNN ACW-NB (Local Learning K-Nearest 
Neighbor in Absolute Correlation – Weighted Naïve 
Bayes).= 

Metode yang diusulkan tersebut diaplikasikan pada 11 
dataset dengan karakter yang berbeda-beda 
(ditunjukkan pada Tabel 3). Hal ini agar metode yang 
diusulkan ini dapat teruji dengan baik. Seluruh dataset 
tersebut dikumpulkan dari UCI Machine Learning 
Repository. 

Tabel 3. Karakteristik Dataset 

Code Dataset Ins. Att. MV Classes Type 
D1 Cleveland 

 
303 

 
14 6 0 

1 
2 
3 
4 

54,13% 
18,15% 
11,88% 
11,55% 

4,29% 

int, real, 
bit, ord. 
 

D2 Statlog 270 14 0 1 
2 

55,56% 
44,44% 

int, real, 
bit, ord. 

D3 Horze Colic 368 28 1927 1 
2 

33,70% 
66,30% 

int, real, 
bit, ord. 

D4 Hepatitis 155 20 157 1 
2 

20,65% 
79,35% 

int, real, 
bit. 

D5 Labor 57 17 326 1 
2 

64,91% 
35,09% 

int, real, 
bit, ord. 

D6 Hypothyroid 3163 26 5329 1 
2 

4,77% 
95,23% 

int, real, 
bit. 

D7 Newthyroid 215 6 0 1 
2 
3 

69,77% 
16,28% 
13,95% 

int, real. 

D8 BCW Original 699 10 16 1 
2 

65,50% 
34,50% 

int. 

D9 BCW Diagnostic 569 31 0 1 
2 

62,74% 
37,26% 

real. 

D10 BCW Prognostic 198 34 4 1 
2 

23,74% 
76,26% 

int, real. 

D11 Vehicle 846 19 0 1 
2 
3 
4 

25,77% 
25,06% 
25,65% 
23,52% 

int. 

2. Metode Penelitian 

Penelitian ini merupakan penelitian eksperimental. 
Tools yang digunakan dalam melakukan eksperimen 
yaitu Matlab. Dipandang dari jenis informasi yang 
diolah, penelitian ini merupakan penelitian kuantitatif. 

Dipandang dari perlakukan terhadap data, penelitian ini 
merupakan penelitian konfirmatori. Machine Learning 
dan klasifikasi dalam Data Mining merupakan subjek 
penelitian ini. Sedangkan objek penelitian ini adalah 
algoritma NB. Penelitian ini dilaksanakan selama satu 
tahun lebih, dari Juli 2018 hingga Oktober 2019. 

Secara keseluruhan, metode yang diusulkan 
ditunjukkan pada Gambar 1. Dimulai dari pengumpulan 
dataset, jika terdapat missing value pada dataset, maka 
dilakukan MVR. Selanjutnya data dinormalisasikan 
menggunakan Min-Max Normalization. Selanjutnya 
validasi data menggunakan teknik Holdout, dengan 
komposisi 80% data latih dan 20% data uji. Selanjutnya 
K-NN bertugas membuat sub-dataset LL yang nantinya 
akan digunakan ACW-NB dalam pelatihannya. K-NN 
melakukan pelatihan menggunakan data latih dari K = 
0.1*n hingga n-1, di mana n adalah banyaknya data. 
Setiap iterasi K, K-NN dievaluasi menggunakan data 
uji. Data dalam K yang memiliki akurasi terbaik yang 
merupakan sub-dataset LL. Selanjutnya ACC 
melakukan attribute weighting pada GNB dalam 
pelatihannya menggunakan sub-dataset LL. Langkah 
terakhir adalah mengevaluasi metode yang diusulkan 
ini menggunakan teknik Confusion Matrix. 

 

Gambar 1. Metode yang Diusulkan 

Metode yang diusulkan ini (LL-KNN ACW-NB) 
dikomparasi kinerjanya dengan beberapa metode 
lainnya yang diuji coba pula dalam penelitian ini 
(ditunjukkan pada Tabel 4). 

2.1 Missing Value Replacement 

Pendekatan yang digunakan untuk menangani MVR 
yaitu mean/mode. Missing value dari atribut bertipe 
numerik diganti dengan nilai mean (4). Sedangkan 
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missing value dari atribut bertipe kategorikal (nominal, 
binominal, ordinal) diganti dengan nilai mode. 

Tabel 4. Metode yang Diuji Coba 

Kode Metode 

M1 

M2 

M3 

M4 

M5 

M6 

M7 

M8 

GNB (Gausian Naïve Bayes without MVR & DN) 

KNB (Kernel Naïve Bayes without MVR & DN) 

GNB (Gausian Naïve Bayes) 

K-NN (K-Nearest Neighbor) 

ACW-NB (Absolute Correlation – Weighted GNB) 

LL-KNN (Local Learning K-NN) 

LL-KNN-NB (Local Learning K-NN – GNB) 

LL-KNN ACW-NB (Proposed Method) 

 

2.2 Data Normalization 

Pendekatan yang digunakan untuk menangani DN yaitu 
Min-Max Normalization (1) yang didefenisikan sebagai 
berikut: 

     (       )(         ) ((         )      ) (1) 

Notasi xi menyatakan data ke-i dari atribut x, xmin 
menyatakan nilai minimum dari atribut x, xmax 
menyatakan nilai maksimum dari atribut x, nmin 
menyatakan jangkauan minimum ke nmax menyatakan 
jangkauan maksimum untuk hasil normalisasi data. 

2.3 Data Validation 

Teknik yang digunakan untuk validasi data yaitu 
Holdout dengan komposisi 80% data latih dan 20% 
data uji. 

2.4 Gaussian Naïve Bayes 

Hasil keputusan klasifikasi metode NB didefinisikan 
pada Persamaan (2) berikut ini. 

             (  )∏ (     ) 
    (2) 

Notasi y’ menyatakan label class hasil keputusan 
klasifikasi suatu data uji/prediksi. P(yk) menyatakan 
probabilitas label class (yk, k = 1, 2, …, j), yang mana j 
adalah banyaknya label class. P(xi|yk) menyatakan 
probabilitas atribut (xi, i = 1, 2, …, m) pada label class 
(yk), yang mana m adalah banyaknya atribut.  

Untuk menangani data numerik, maka distribusi 
Gaussian dapat diterapkan, didefenisikan pada 
Persamaan (3) berikut ini. 

  (     )    √      (   )     (3) 

Notasi µ  menyatakan nilai mean yang didefinisikan 
pada Persamaan (4), sedangkan notasi σ adalah nilai 
standard deviation yang didefinisikan pada Persamaan 
(5). P(xi|yk) dari distribusi Gaussian kemudian dapat 
diterapkan pada Persamaan NB (2), yang mana 
penentuan P(yk) sama seperti standar NB. 

     ∑   
    (4) 

   (     ∑(    )  
   )   

 (5) 

2.5 Absolute Correlation Coefficient 

Absolute Correlation Coefficient (ACC) (9) dapat 
menentukan kekuatan antar atribut dan bekerja pada 
atribut bertipe numerik. Metode ini menggunakan nilai 
µ (4) dan σ (5). Dasarnya adalah Correlation 
Coefficient (6) yang dapat menentukan kekuatan 
hubungan antara dua variabel numerik [38]. 

   ∑(   �)(   �)∑(   �) ∑(   �)  (6) 

Notasi  ̅ menyatakan nilai mean (4) dari x, sedangkan  � 
adalah nilai mean (4) dari y. 

Beberapa penelitian telah menggunakan dan 
mengembangkan Correlation Coefficient tersebut. 
Guyon et al., mengusulkan metode weighting [39] 
dengan menggunakan koefisien (7) dari penelitian yang 
dilakukan Golub [27], didefinisikan sebagai berikut. 

    (  ( )    ( ))(  ( )    ( )) (7) 

Notasi    menyatakan mean (4) dan    menyatakan 

standard deviation (5) dari atribut ke-j untuk class (+) 
dan class (–) masing-masing. wj dengan nilai positif 
yang besar menunjukkan kekuatan hubungan yang kuat 
dengan class (+), sebaliknya wj dengan nilai negatif 
yang besar menunjukkan kekuatan hubungan yang kuat 
dengan class (–). 

Zhang, meningkatkan kinerja Weighted Naïve Bayes 
menggunakan Correlation Coefficient pula [12]. 
Sementara Pavlidis, et al., mengusulkan associated 
coefficients (8) yang didefinisikan sebagai berikut [40]. 

    (  ( )    ( )) (  ( )    ( ) ) (8) 

Furey, et al., menggunakan nilai absolute dari wi (7) 
sebagai metode untuk feature selection pada Support 
Vector Machine dalam menangani klasifikasi kanker 
[28]. Begitupun Asmono, Wahono & Syukur, 
menggunakan nilai absolute dari wi (7) sebagai metode 
attribute weighting pada Naïve Bayes dalam menangani 
prediksi cacat software [2]. Metode weighting tersebut 
kemudian dinamakan Absolute Correlation Coefficient 
(9), didefinisikan sebagai berikut. 

    |(       �)(       �)| (9) 

Notasi wj menyatakan weight dari atribut ke-j,     

menyatakan nilai mean (4) dari atribut ke-j pada class 
c,    ̅ menyatakan nilai mean (4) dari atribut ke-j pada 

class non c;     menyatakan nilai standard deviation 

(5) dari atribut ke-j pada class c; dan    ̅ menyatakan 
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nilai standard deviation (5) dari atribut ke-j pada class 
non c. 

2.6 Absolute Correlation Weighted Naïve Bayes 

Attribute weighting untuk NB disebut Weighted Naive 
Bayes (WNB), sehingga Persamaan NB (2) dapat 
diubah menjadi persamaan (10) berikut ini. 

             (  )∏ (     )   
    (10) 

Nilai wi (weight) pada Persamaan (10) di atas dapat 
mengggunakan pendekatan ACC (9), sehingga menjadi 
Absolute Correlation Weighted Naïve Bayes (ACW-
NB) [2]. Metode ACW-NB mampu bekerja pada 
atribut numerik, dapat menentukan kekuatan hubungan 
antar atribut, dan terbukti secara signifikan mampu 
meningkatkan kinerja NB [2]. Sedangkan K-NN 
terkenal sangat baik dalam LL [18] (LL-KNN) dan 
terbukti pula mampu meningkatkan kinerja NB [30], 
[31]. Dengan demikian, kombinasi keduanya akan lebih 
meningkatkan lagi kinerja NB. Secara rinci, algoritma 
ACW-NB adalah sebagai berikut: 

1. Hitung P(xi|yk), yaitu probabilitas setiap atribut (xi) 
pada setiap label class (yk) menggunakan distribusi 
Gaussian (3). 

2. Hitung Lk, yaitu weight likelihood setiap label class 
menggunakan Persamaan (11) berikut ini, yang 
mana wi diperoleh menggunakan metode ACC (9). 

    ∏ (     )   
    (11) 

3. Hitung P(yk), yaitu probabilitas setiap label class 
(yk) menggunakan Persamaan (12) berikut ini, yang 
mana Lk menyatakan weight likelihood label class 
ke-k, sedangkan   �  menyatakan weight likelihood 
label class lainnya. P(yk) inilah yang mengganti 
P(yk) standar NB. 

  (  )         � (12) 

4. Akhirnya P(xi|yk) yang diperoleh dari distribusi 
Gaussian (proses/langkah 1) dan P(yk) yang 
diperoleh dari proses/langkah 3 dapat diterapkan 
pada Persamaan NB (2). 

2.7 Local Learning K-NN 

Ide dasar dari LL adalah membangun model klasifikasi 
dari sub-dataset pelatihan saja (local learning) daripada 
menggunakan seluruh dataset pelatihan [18]. DT [29] 
dan K-NN [30], [31] merupakan algoritma yang dapat 
digunakan untuk LL. ACW-NB bekerja pada atribut 
numerik, sehingga K-NN yang lebih tepat untuk LL 
dari pada DT yang membutuhkan diskretisasi dalam 
mengolah atribut numerik. 

Hasil keputusan klasifikasi metode K-NN didefinisikan 
pada Persamaan (13) berikut ini. 

           ∑  (    ) 
     (13) 

Notasi y’ menyatakan label class hasil keputusan 
klasifikasi suatu data uji/prediksi. v menyatakan jumlah 
data yang masuk dalam class (yc, c = 1, 2, …, p), yang 
mana p menyatakan banyaknya class. Sedangkan 
d(x’,xj) merupakan jarak antara data prediksi/uji (z) ke 
setiap data latih (Lj) yang disimpan dalam D dapat 
dihitung menggunakan salah satu metode pengukuran 
jarak (dissimilarity), umumnya menggunakan 
Euclidean yang didefinisikan pada Persamaan (14) 
berikut ini. 

  (    )  6    6  √∑(     )  
    (14) 

Prosedur LL yang kami gunakan berdasarkan penelitian 
yang telah dilakukan oleh Xie et al., [30]. K-NN 
bertugas membuat sub-dataset LL yang nantinya akan 
digunakan ACW-NB dalam pelatihannya. K-NN 
melakukan pelatihan menggunakan data latih dari k = 
0.1*n hingga n-1, di mana n adalah banyaknya data. 
Setiap iterasi K, K-NN dievaluasi menggunakan data 
uji. Data dalam K yang memiliki akurasi terbaik yang 
merupakan sub-dataset LL. Selanjutnya ACW-NB 
melakukan pelatihan dan klasifikasi menggunakan sub-
dataset LL tersebut. 

2.8 Method Evaluation 

Pengukuran kinerja suatu model klasifikasi dapat 
dilakukan menggunakan pendekatan Confussion Matrix 
untuk memperoleh accuracy, precision, recall 
(sensitivity dan specificity), dan F-Measure yang 
ditunjukkan pada Tabel 5 berikut ini. 

Tabel 5. Confusion Matrix 

 Actual + Actual - Precision 
Predicted + TP FP TP/(TP+FP) * 
Predicted - FN TN TN/(TN+FN) 
Recall TP/(TP+FN) TN/(TN+FP)  

F-Measure (2*Precision*Sensitivity)/(Precision+Sensitivity) 
Accuracy (TP+TN) / (TP+TN+FN+FP) 
Keterangan: True (T); False (F); Positive (P); Negative (N) 

3. Hasil dan Pembahasan 

Pada tahap MVR, missing value diganti nilainya 
dengan nilai mode dari atribut yang bertipe ordinal atau 
nominal. Sedangkan atribut yang bertipe numerik 
(integer dan real), missing value diganti dengan nilai 
mean (4) dari atribut tersebut. Pada atribut bertipe 
integer, nilai mean yang diperoleh kemudian dibulatkan 
sebagai hasil normalisasi data. Sedangkan pada atribut 
bertipe real, nilai mean yang diperoleh tidak perlu 
dibulatkan sebagai hasil normalisasi data. 

Selanjutnya pada tahap DN menggunakan teknik Min-
Max Normalization (1) dalam jangkauan [0, 1]. 
Misalnya data ke-1 dari atribut x (x1) = 7, data 
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maksimum dari atribut x = 10, dan data minimum dari 
atribut x = 0, maka hasil normalisasi data ke-1 dari 
atribut x (x’1) adalah sebagai berikut.            ((   )   )      

Setelah MVR dan DN dilakukan, prosedur terakhir 
dalam pra pengolahan data adalah data validation 
menggunakan teknik HoldOut dengan komposisi data 
latih sebesar 80% dan data uji sebesar 20%. 

Setelah pra pengolahan data, langkah selanjutnya 
adalah melakukan pemodelan melalui pelatihan dan 
pengujian terhadap metode-metode yang diuji coba 
(ada 8 metode yang diuji coba yang ditunjukkan pada 
Tabel 4). Berdasakan hasil beberapa percobaan yang 
telah dilakukan, GNB yang memang hanya untuk 
menangani data numerik bahkan kurang baik untuk 
data ordinal yang telah di transformasi dengan teknik 
encoding. Sementara itu, unbalanced class jadi masalah 
serius yang bahkan bisa menyebabkan error jika 
probabilitas Gaussian suatu atribut pada suatu class 
tidak diperoleh. Masalah ini sebenarnya bisa 
diselesaikan oleh KNB atau bisa pula dengan 
pendekatan ensemble untuk mereduksi unbalanced 
class. Namun penelitian ini hanya fokus pada 
pengembangan GNB. Selain itu, kompleksitas 
komputasi KNB yang relatif besar tidak efisien 
dibandingkan GNB. 

Contohnya pada dataset yang memiliki class 1 yang 
jauh lebih besar daripada class 2 dan lebih parah lagi 
dengan missing value yang begitu banyak. Hal ini 
menyebabkan data tidak terdistribusi dengan baik. 
Misalnya saja pada atribut A class 1 hanya memiliki 
data = 2, selebihnya adalah missing value, padahal 
atribut A merupakan data ordinal dengan nilai 1, 2, atau 
3. Missing value pada atribut A tidak boleh diganti 
dengan nilai mean karena bersifat ordinal. Tapi jika 
missing value diganti dengan nilai mode pada atribut A, 
maka missing value diganti menjadi nilai 2. Dengan 
demikian, class 1 pada atribut A hanya memiliki nilai = 
2, sehingga GNB tidak dapat menanganinya. 

Kasus seperti ini terjadi pada beberapa dataset, yaitu 
D3, D4, D5, D6, dan D11 yang tidak bisa ditangani 
GNB. Dengan demikian, dataset yang digunakan 
tinggal berjumlah enam, yaitu D1, D2, D7, D8, D9, dan 
D10. Secara rinci, kinerja accuracy, precision, 
specificity, sensitivity, dan lama proses (detik) tiap-tiap 
metode yang diuji coba pada setiap dataset tersebut 
ditunjukkan pada Tabel 6. 

Hasil evaluasi menunjukkan bahwa akurasi rata-rata 
yang terbaik dari seluruh dataset diberikan oleh metode 
M8 (LL-KNN ACW-NB) atau metode yang diusulkan, 
yaitu sebesar 91,48%. Pada setiap dataset, LL-KNN 
ACW-NB memberikan akurasi yang paling tinggi, 
kecuali pada dataset D9, yaitu M4 (K-NN) dengan 
akurasi 96,46%, selisih 1,77% dengan LL-KNN ACW-

NB yang sebesar 94,69%. Dataset D9 memilki dimensi 
yang cukup besar (31 atribut dengan 569 instances), 
memilki masalah unbalanced class, tidak ada missing 
value, dan semua atribut bertipe numerik. 

Tabel 6. Hasil Evaluasi 

DS Method Accuracy Precision Specificity Sensitivity Times 

D1 M1 
M2 
M3 
M4 
M5 
M6 
M7 
M8 

85,96 % 
82,46 % 
86,44 % 
83,05 % 
86,44 % 
84,75 % 
86,44 % 
86,44 % 

93,55 % 
90,32 % 
93,75 % 
93,75 % 
93,75 % 

100 % 
93,75 % 
93,75 % 

82,86 % 
80,00 % 
83,33 % 
78,95 % 
83,33 % 
78,05 % 
83,33 % 
83,33 % 

90,91 % 
86,36 % 
91,30 % 
90,48 % 
91,30 % 

100 % 
91,30 % 
91,30 % 

0,34 
0,51 
0,06 
0,21 
0,19 
6,67 
6,70 
6,79 

D2 M1 
M2 
M3 
M4 
M5 
M6 
M7 
M8 

92,59 % 
90,74 % 
92,59 % 
90,74 % 
94,44 % 
92,59 % 
92,59 % 
94,44 % 

93,33 % 
93,33 % 
93,33 % 
93,33 % 
93,33 % 
96,67 % 
93,33 % 
93,33 % 

93,33 % 
90,32 % 
93,33 % 
90,32 % 
96,55 % 
90,63 % 
93,33 % 
96,55 % 

91,67 % 
91,30 % 
91,67 % 
91,30 % 
92,00 % 
95,45 % 
91,67 % 
92,00 % 

0,36 
0,61 
0,08 
0,21 
0,21 
5,07 
5,10 
5,18 

D7 M1 
M2 
M3 
M4 
M5 
M6 
M7 
M8 

97,67 % 
100 % 

97,67 % 
69,77 % 

100 % 
93,02 % 
97,67 % 

100 % 

100 % 
100 % 
100 % 
100 % 
100 % 
100 % 
100 % 
100 % 

96,77 % 
100 % 

96,77 % 
81,08 % 

100 % 
90,91 % 
96,77 % 

100 % 

100 % 
100 % 
100 % 

NaN 
100 % 
100 % 
100 % 
100 % 

0,33 
0,47 
0,09 
0,14 
0,20 
2,37 
2,40 
2,46 

D8 M1 
M2 
M3 
M4 
M5 
M6 
M7 
M8 

95,56 % 
96,30 % 
95,68 % 
93,53 % 
95,68 % 
93,53 % 
96,40 % 
96,40 % 

95,45 % 
97,73 % 
95,60 % 
97,80 % 
95,60 % 
98,90 % 
97,80 % 
97,80 % 

97,67 % 
96,63 % 
97,75 % 
92,71 % 
97,75 % 
91,84 % 
96,74 % 
96,74 % 

91,84 % 
95,65 % 
92,00 % 
95,35 % 
92,00 % 
97,56 % 
95,74 % 
95,74 % 

0,34 
0,60 
0,06 
0,14 
0,34 

47,26 
47,30 
47,45 

D9 M1 
M2 
M3 
M4 
M5 
M6 
M7 
M8 

93,81 % 
95,58 % 
93,81 % 
96,46 % 
94,69 % 
95,58 % 
93,81 % 
94,69 % 

92,96 % 
94,37 % 
92,96 % 
98,59 % 
92,96 % 
97,18 % 
92,96 % 
92,96 % 

97,06 % 
98,53 % 
97,06 % 
95,89 % 
98,51 % 
95,83 % 
97,06 % 
98,51 % 

88,89 % 
91,11 % 
88,89 % 
97,50 % 
89,13 % 
95,12 % 
88,89 % 
89,13 % 

0,55 
1,21 
0,09 
0,30 
0,43 

21,39 
21,42 
21,65 

D10 M1 
M2 
M3 
M4 
M5 
M6 
M7 
M8 

71,79 % 
66,67 % 
71,79 % 
76,92 % 
76,92 % 
76,92 % 
71,79 % 
76,92 % 

33,33 % 
44,44 % 
33,33 % 
0,00 % 

66,67 % 
0,00 % 

33,33 % 
66,67 % 

37,50 % 
33,33 % 
37,50 % 

NaN 
50,00 % 

NaN 
37,50 % 
50,00 % 

80,65 % 
81,48 % 
80,65 % 
76,92 % 
88,89 % 
76,92 % 
80,65 % 
88,89 % 

0,28 
0,76 
0,06 
0,16 
0,16 
7,34 
7,36 
7,43 

Avg M1 
M2 
M3 
M4 
M5 
M6 
M7 
M8 

89,56 % 
88,62 % 
89,67 % 
85,08 % 
91,36 % 
89,40 % 
89,79 % 
91,48 % 

84,77 % 
86,70 % 
84,83 % 
80,58 % 
90,39 % 
82,13 % 
85,20 % 
90,75 % 

84,20 % 
83,14 % 
84,29 % 
87,79 % 
87,69 % 
89,45 % 
84,12 % 
87,52 % 

90,66 % 
90,99 % 
90,75 % 
90,31 % 
92,22 % 
94,18 % 
91,37 % 
92,84 % 

0,37 
0,69 
0,07 
0,19 
0,25 

15,02 
15,05 
15,16 

Walaupun M4 (K-NN) memberikan akurasi terbaik 
pada dataset D9, namun secara rata-rata dari seluruh 
dataset, M4 (K-NN) memberikan akurasi terburuk, 
yaitu sebesar 85,08%, disusul metode M2 (KNB) 
sebesar 88,62%. Sedangkan akurasi 100% diberikan 
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oleh metode LL-KNN ACW-NB, M5 (ACW-NB), dan 
M2 (KNB) pada dataset D7 yang memilki dimensi 
kecil (6 atribut dengan 215 instances), memilki 
masalah unbalanced class, tidak ada missing value, dan 
semua atribut bertipe numerik. Secara keseluruhan, 
akurasi rata-rata dari tiap-tiap metode ditunjukkan pada 
Gambar 2. 

 
Gambar 2. Akurasi Rata-Rata Setiap Metode 

Hasil evaluasi menunjukkan pula bahwa penerapan 
MVR dan DN memberikan peningkatan kinerja GNB. 
Hal ini dapat ditunjukkan melalui akurasi rata-rata yang 
diperoleh metode M3 (GNB) sebesar 89,67%, lebih 
baik 0,10% daripada M1 (GNB tanpa MVR dan DN). 
Selisihnya lebih meningkat lagi ketika ACC diterapkan 
pada GNB (ACW-NB) dan terus meningkat hingga 
diterapkannya LL pada metode M8 (LL-KNN ACW-
NB), hingga selisih 1,92% dengan M1 (GNB tanpa 
MVR dan DN) dan 1,82% dengan metode M3 (GNB). 

Sedangkan penerapan K-NN untuk LL, yaitu pada 
metode M6 (LL-KNN) menunjukkan pula akurasi yang 
lebih baik 4,32% daripada metode M4 (K-NN). 
Selanjutnya lebih baik lagi ketika LL-KNN diterapkan 
pada GNB, yaitu pada metode M7 (LL-KNN-NB), 
selisih 4,71% dengan metode M4 (K-NN), 0,12% 
dengan metode M3 (GNB), dan 0,22% dengan metode 
M1 (GNB tanpa MVR dan DN). Secara lengkap, 
komparasi antar metode-metode ditunjukkan pada 
Gambar 3. 

Namun kinerja akurasi biasanya berlawanan dengan 
kinerja kompleksitas komputasi. Hal ini dapat 
ditunjukkan melalui waktu (dalam satuan detik) yang 
dibutuhkan suatu metode dalam melakukan prosesnya. 
Penerapan MVR dan DN memang justru menurunkan 
waktu proses, ditunjukkan pada lama proses rata-rata 
metode M3 (GNB) sebesar 0,07 detik, lebih baik 0,29 
detik daripada metode M1 (GNB tanpa MVR dan DN) 
yang lama proses rata-ratanya sebesar 0,37 detik. 
Bahkan masih tetap lebih baik ketika ACC diterapkan 
pada GNB, yaitu pada metode M5 (ACW-NB) dengan 

lama proses rata-rata sebesar 0,25 detik, masih lebih 
baik 0,11 detik daripada metode M1 (GNB tanpa MVR 
dan DN). 

 

Gambar 3. Komparasi Kinerja Antar Metode (Selisih Akurasi) 

Sayangnya ketika pendekatan LL-KNN diterapkan, 
yaitu pada metode M6, waktu proses rata-rata yang 
dibutuhkan meningkat secara signifikan, yaitu sebesar 
15,02 detik, lebih buruk 14,65 detik daripada metode 
M1 (GNB tanpa MVR dan DN), 14,94 detik daripada 
M3 (GNB), dan 14,76 detik daripada M5 (ACW-NB). 
Dengan begitu waktu proses metode-metode 
selanjutnya, yaitu metode M7 (LL-KNN-NB) dan 
metode M8 (LL-KNN ACW-NB) tentu saja akan lebih 
lama. Secara keseluruhan, waktu proses rata-rata tiap-
tiap metode ditunjukkan pada Gambar 4 berikut ini. 

 

Gambar 4. Waktu Proses Rata-Rata Setiap Metode 

Seperti yang telah dijelaskan sebelumnya, metode M8 
(LL-KNN ACW-NB) sebagai metode yang diusulkan, 
menunjukkan kinerja yang lebih baik dari pada metode-
metode lainnya. Secara rinci, kinerja LL-KNN ACW-
NB ditunjukkan pada Gambar 5. 

Hasil penelitian ini mengindikasikan bahwa: 

1. Penerapan pendekatan mean/mode untuk Missing 
Value Replacement (MVR) dan Min-Max 
Normalization untuk Data Normalization (DN) 
pada Gaussian Naive Bayes (GNB + MVR & DN) 

M1 M2 M3 M4 M5 M6 M7 M8

Acc 89,56 88,62 89,67 85,08 91,36 89,40 89,79 91,48
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M2 -0,94
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M4 -4,49 -3,54 -4,59

M5 1,80 2,74 1,70 6,29

M6 -0,17 0,78 -0,27 4,32 -1,97

M7 0,22 1,16 0,12 4,71 -1,58 0,39

M8 1,92 2,86 1,82 6,41 0,12 2,09 1,70

-6,00

-4,00

-2,00

0,00

2,00

4,00

6,00

8,00

M1 M2 M3 M4 M5 M6 M7 M8

Times 0,37 0,69 0,07 0,19 0,25 15,0215,0515,16

0,00
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menunjukkan akurasi sebesar 89,67%, lebih baik 
0,10% dari pada GNB tanpa MVR & DN, dan lebih 
baik 1,04% daripada Kernel Naive Bayes (KNB). 
Begitupun waktu proses yang dibutuhkan menurun 
setelah MVR & DN diterapkan, yaitu selisih 0,29 
detik. Dengan demikian penerapan MVR & DN 
mampu meningkatkan kinerja akurasi dan efisiensi 
NB (GNB dan KNB). 

 

Gambar 5. Kinerja LL-KNN ACW-NB 

2. Akurasi rata-rata Absolute Correlation Weighted 
Naive Bayes (ACW-NB) sebesar 91,36%, lebih baik 
1,70% daripada GNB + MVR & DN, dan lebih baik 
2,74% daripada KNB. Dengan demikian penerapan 
Absolute Correlation Coefficient (ACC) untuk 
attribute weighting pada GNB + MVR & DN 
mampu meningkatkan kinerja akurasi NB (GNB 
dan KNB). 

3. Akurasi rata-rata Local Learning K-Nearest 
Neighbor (LL-KNN) sebesar 89,40%, lebih baik 
4,32% daripada K-NN. Dengan begitu LL-KNN 
dapat pula diterapkan pada GNB + MVR & DN. 
Hasilnya, akurasi rata-rata LL-KNN-NB sebesar 
89,79%, lebih baik 0,12% daripada GNB + MVR & 
DN, dan lebih baik 1,16% daripada KNB. Dengan 
demikian penerapan K-NN untuk local learning 
pada GNB + MVR & DN mampu meningkatkan 
kinerja akurasi NB (GNB dan KNB). 

4. Penerapan pendekatan mean/mode untuk MVR dan 
Min-Max Normalization untuk DN pada GNB 
(GNB + MVR & DN) menunjukkan akurasi yang 
lebih baik daripada NB (GNB dan KNB). 
Selanjutnya penerapan K-NN untuk local learning 
pada GNB + MVR & DN (LL-KNN-NB) dan ACC 
untuk attribute weighting pada GNB + MVR & DN 
(ACW-NB) menunjukkan akurasi yang lebih baik 
daripada GNB + MVR & DN. Dengan begitu LL-

KNN-NB dan ACW-NB dapat disatukan untuk 
lebih meningkatkan kinerja akurasi NB (GNB dan 
KNB). Hasilnya, akurasi rata-rata LL-KNN ACW-
NB sebesar 91,48%, lebih baik 1,82% daripada 
GNB + MVR & DN, lebih baik 1,92% daripada 
GNB, dan lebih baik 2,86% daripada KNB. Dengan 
demikian penerapan pendekatan mean/mode untuk 
MVR, Min-Max Normalization untuk DN, K-NN 
untuk local learning, dan ACC untuk attribute 
weighting pada GNB mampu meningkatkan kinerja 
akurasi NB (GNB dan KNB). 

5. Kompleksitas komputasi (waktu proses) yang 
dibutuhkan sangat tinggi ketika pendekatan local 
learning menggunakan K-NN diterapkan, selisih 
14,90 detik antara LL-KNN ACW-NB dengan 
ACW-NB. Hal ini karena LL-KNN ACW-NB 
memiliki sub proses (iterasi) sebanyak 0,1*n hingga 
n-1 (n adalah jumlah instances) dalam menentukan 
data latih untuk ACW-NB berdasarkan akurasi 
disetiap sub prosesnya. 

4. Kesimpulan 

Berdasarkan indikasi-indikasi dari hasil penelitian, 
maka disimpulkan bahwa penerapan pendekatan 
mean/mode untuk missing value replacement, Min-Max 
Normalization untuk data normalization, K-Nearest 
Neighbor untuk local learning, dan Absolute 
Correlation Coefficient untuk attribute weighting pada 
Gaussian Naïve Bayes yang dinamakan LL-KNN 
ACW-NB (Local Learning K-Nearest Neighbor in 
Absolute Correlation Weighted Naïve Bayes) mampu 
meningkatkan kinerja Naïve Bayes (Gaussian Naïve 
Bayes dan Kernel Naïve Bayes), yaitu dengan akurasi 
rata-rata sebesar 91,48%, lebih baik 1,92% daripada 
Gaussian Naïve Bayes dan lebih baik 2,86% daripada 
Kernel Naïve Bayes. 

Namun kompleksitas komputasi waktu proses yang 
dibutuhkan untuk menerapkan local learning 
menggunakan K-NN (LL-KNN) sangat tinggi 
dibandingkan tidak menerapkannya, selisih 14,90 detik 
antara LL-KNN ACW-NB dengan ACW-NB. 
Sementara selisih akurasi rata-rata antara LL-KNN 
ACW-NB dengan ACW-NB tidak berbeda jauh, hanya 
selisih 0,12%, paling kecil dibandingkan selisih LL-
KNN-ACW-NB dengan metode-metode lainnya. 
Dengan demikian metode ACW-NB lebih disarankan 
daripada LL-KNN ACW-NB jika mempertimbangkan 
sisi efisiensi secara keseluruhan. Kompleksitas 
komputasi waktu proses yang tinggi ini dapat 
diperbaiki pada penelitian berikutnya melalui strategi 
local learning yang berbeda. 
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D1 D2 D7 D8 D9 D10 Avg

Acc 86,44 94,44 100,00 96,40 94,69 76,92 91,48

Pre 93,75 93,33 100,00 97,80 92,96 66,67 90,75

Spe 83,33 96,55 100,00 96,74 98,51 50,00 87,52

Sen 91,30 92,00 100,00 95,74 89,13 88,89 92,84
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